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The twentieth century has been called “the genetic century,” and rightly so:
The genetic revolution began with the rediscovery of Gregor Mendel’s work
in 1900, Watson and Crick elucidated the structure of DNA in 1953, and
the first draft of the human genome sequence was announced in February
2001. As dramatic and important as these advances are, however, they will
almost certainly pale when compared to those still awaiting us. Building on
foundations laid over the last one hundred years, the twenty-first century
will likely see discoveries that profoundly affect our understanding of our
genetic nature, and greatly increase our ability to manipulate genes to shape
ourselves and our environment. As more is learned, the pace of discovery
will only increase, revealing not only the identities of increasing numbers
of genes, but more importantly, how they function, interact, and, in some
cases, cause disease.

As the importance of genetics in our daily lives has grown, so too has the
importance of its place in the modern science classroom: In the study of biol-
ogy, genetics has become the central science. Our purpose in creating this
encyclopedia is to provide students and teachers the most comprehensive and
accessible reference available for understanding this rapidly changing field.

A Comprehensive Reference
In the four volumes of Genetics, students will find detailed coverage of  every
topic included in standard and advanced biology courses, from fundamen-
tal concepts to cutting-edge applications, as well as topics so new that they
have not yet become a part of the regular curriculum. The set explores the
history, theory, technology, and uses (and misuses) of genetic knowledge.
Topics span the field from “classical” genetics to molecular genetics to pop-
ulation genetics. Students and teachers can use the set to reinforce class-
room lessons about basic genetic processes, to expand on a discussion of a
special topic, or to learn about an entirely new idea.

Genetic Disorders and Social Issues
Many advances in genetics have had their greatest impact on our under-
standing of human health and disease. One of the most important areas of
research is in the understanding of complex diseases, such as cancer and
Alzheimer’s disease, in which genes and environment interact to produce or
prevent disease. Genetics devotes more than two dozen entries to both single-
gene and complex genetic disorders, offering the latest understanding of
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their causes, diagnoses, and treatments. Many more entries illustrate basic
genetic processes with discussion of the diseases in which these processes
go wrong. In addition, students will find in-depth explanations of how
genetic diseases arise, how disease genes are discovered, and how gene ther-
apy hopes to treat them.

Advances in our understanding of genetics and improvements in tech-
niques of genetic manipulation have brought great benefits, but have also
raised troubling ethical and legal issues, most prominently in the areas of
reproductive technology, cloning, and biotechnology. In Genetics, students
will find discussions of both the science behind these advances and the eth-
ical issues each has engendered. As with nearly every entry in Genetics, these
articles are accompanied by suggestions for further reading to allow the stu-
dent to seek more depth and pursue other points of view.

The Tools of the Trade
The explosion of genetic knowledge in the last several decades can be attrib-
uted in large part to the discovery and development of a set of precise and
powerful tools for analyzing and manipulating DNA. In these volumes, stu-
dents will find clear explanations of how each of these tools work, as well
as how they are used by scientists to conduct molecular genetic research.
We also discuss how the computer and the Internet have radically expanded
the ability of scientists to process large amounts of data. These technolo-
gies have made it possible to analyze whole genomes, leading not just to the
discovery of new genes, but to a greater understanding of how entire
genomes function and evolve.

The Past and the Future
The short history of genetics is marked by brilliant insights and major the-
oretical advances, as well as misunderstandings and missed opportunities.
Genetics examines these events in both historical essays and biographies of
major figures, from Mendel to McClintock. The future of genetics will be
created by today’s students, and in these volumes we present information
on almost two dozen careers in this field, ranging from attorney to clinical
geneticist to computational biologist.

Contributors and Arrangement of the Material
The goal of each of the 253 entries in Genetics is to give the interested stu-
dent access to a depth of discussion not easily available elsewhere. Entries
have been written by professionals in the field of genetics, including experts
whose work has helped define the current state of knowledge. All of the
entries have been written with the needs of students in mind, and they all
provide the background and context necessary to help students make con-
nections with classroom lessons.

To aid understanding and increase interest, most entries are illustrated
with clear diagrams and dramatic photographs. Each entry is followed by
cross-references to related entries, and most have a list of suggested read-
ings and/or Internet resources for further exploration or elaboration. Spe-
cialized or unfamiliar terms are defined in the margin and collected in a
glossary at the end of each volume. Each volume also contains an index, and
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a cumulative index is found at the end of volume four. A topical index is
also included, allowing students and teachers to see at a glance the range of
entries available on a particular topic.
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The following section provides a group of diagrams and illustrations applic-
able to many entries in this encyclopedia. The molecular structures of DNA
and RNA are provided in detail in several different formats, to help the stu-
dent understand the structures and visualize how these molecules combine
and interact. The full set of human chromosomes are presented diagram-
matically, each of which is shown with a representative few of the hundreds
or thousands of genes it carries.
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1
263 mil l ion bases

7
171 mil l ion bases

Hand-foot-uterus 
 syndrome

Osteogenesis imperfecta

Taste receptors

Deafness, autosomal dominant
Myeloid leukemia
Cerebral cavernous  
malformations

Polydactyly

Colon cancer

Cystic fibrosis

Colorblindness, blue cone  
pigment

Opioid receptor

Prostate cancer

Colon cancer

Fish-odor syndrome

Metastasis suppressor

Cataracts

Serotonin receptors

Deafness, autosomal 
dominant

Retinitis pigmentosa

Limb-girdle muscular 
dystrophy, autosomal 

dominant

Emery-Dreifuss muscular 
dystrophy

Alzheimer's disease

2
255 mil l ion bases

Deafness, autosomal 
recessive

Holoprosencephaly

Lissencephaly

Liver cancer oncogene

Cardiomyopathy, 
familial hypertrophic

Cardiomyopathy, 
dilated

Tremor, familial  
essential

Ovarian cancer

Micropenis

Diabetes mellitus,  
non-insulin- 
dependent

Epilepsy

Programmed cell  
death

3
214 mil l ion bases

BRCA1 associated 
 protein (breast cancer)

Long QT syndrome

Thyrotropin-releasing 
 hormone deficiency

Ovarian cancer

Muscular dystrophy,  
limb-girdle, type IC
Obesity, severe

Lung cancer, small-cell

Spinocerebellar ataxia

Myotonic dystrophy

Dopamine receptor 

Ataxia telangiectasia

8
155 mil l ion bases

Alopecia 
 universalis

Retinitis pigmentosa

ACTH deficiency

Achromatopsia

Hyperlipoproteinemia

Colorectal cancer
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Burkitt lymphoma
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145 mil l ion bases

Choreoacanthocytosis

Brachydactyly, type B1

Esophageal cancer

Tuberous sclerosis

Dystonia, torsion, 
 autosomal dominant

Muscular dystrophy, 
 Fukuyama congenital

Albinism, brown and  
rufous

Friedreich ataxia

Pseudohermaphroditism,  
male, with gynecomastia

Nail-patella syndrome

Galactosemia

Cyclin-dependent kinase  
inhibitor

Moyamoya disease

SELECTED LANDMARKS OF THE HUMAN GENOME   
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4
203 mil l ion bases

Huntington disease

Phenylketonuria
Parkinson's disease, 

 familial

Severe combined 
 immunodeficiency

Coagulation factor XI

Muscular dystrophy, 
 limb-girdle, type 2E

Achondroplasia

Dopamine receptor

Mast cell leukemia

Germ cell tumors

Polycystic kidney disease,  
adult, type II

Hair color, red

6
183 mil l ion bases

Coagulation factor XIII

Maple syrup urine 
 disease, type Ib

Tumor necrosis
factor (cachectin)

Retinitis pigmentosa

Gluten-sensitive 
 enteropathy

(celiac disease)

Diabetes mellitus, 
 insulin-dependent

Estrogen receptor

Hemochromatosis

Macular dystrophy

Parkinson disease, 
juvenile, type 2

5
194 mil l ion bases

Cri-du-chat syndrome, 
 mental retardation

Taste receptor

Anemia, megaloblastic

Colorectal cancer

Coagulation factor XII 
 (Hageman factor)

Leigh syndrome

Hirschsprung disease
Severe combined  
immunodeficiency

Diphtheria toxin receptor

Startle disease, autosomal  
dominant and recessive

Pancreatitis, hereditary

Dwarfism

10
144 mil l ion bases

Deafness, autosomal 
 recessive

Moebius syndrome

Split hand/foot
malformation, type 3

Diabetes mellitus, 
 insulin-dependent

Lambert-Eaton syndrome

Severe combined 
immunodeficiency  
disease, Athabascan

Spastic paraplegia

Glaucoma

11
144 mil l ion bases

Cyclin-dependent 
kinase inhibitor

Multiple myeloma

Phenylketonuria

Sickle cell anemia
Thalassemias, beta

Osteoporosis

Deafness, autosomal  
recessive

McArdle disease

12
143 mil l ion bases

Colorectal cancer

Adrenoleukodystrophy

Rickets, vitamin D-resistant

Taste receptors

Alcohol intolerance, 
acute
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13
114 mil l ion bases

Osteosarcoma
Bladder cancer

Wilson disease

Spinocerebellar ataxia

X-ray sensitivity

Pancreatic agenesis

14
109 mil l ion bases

Chorea, hereditary 
 benign

Meniere disease

Glycogen storage disease

Alzheimer's disease
Machado-Joseph disease

Diabetes mellitus,  
insulin-dependent

DNA mismatch repair  
gene MLH3

Oligodontia

15
106 mil l ion bases

Hair color, brown

Marfan syndrome

Muscular dystrophy,  
limb-girdle, type 2A
Dyslexia

Eye color, brown

Albinism, oculocutaneous,  
type II and ocular

Tay-Sachs disease

Hypercholesterolemia, familial,  
autosomal recessive

Prader-Willi/Angelman syndrome  
(paternally imprinted) 

19
67 mil l ion bases

Eye color, green/blue

Alzheimer disease, 
 late onset

Maple syrup urine 
 disease, type Ia

Hirschsprung disease

Low density lipoprotein  
receptor

Severe combined  
immunodeficiency disease

Hair color, brown

DNA ligase I deficiency

20
72 mil l ion bases

Insomnia,
fatal familial

Gigantism

Colon cancer
Breast cancer

Prion protein

21
50 mil l ion bases

Alzheimer's disease, 
APP-related

Amytrophic 
lateral sclerosis

Down syndrome  
(critical region)
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16
98 mil l ion bases

MHC class II deficiency

Fish-eye disease

UV-induced skin 
damage, vulnerability to

Thalassemia, alpha

Batten disease

Inflammatory 
bowel disease  
(Crohn disease)

17
92 mil l ion bases

Canavan disease

Osteogenesis
imperfecta

Charcot-Marie-Tooth  
neuropathy

Breast cancer, 
early onset
Ovarian cancer

18
85 mil l ion bases

Pancreatic cancer

Combined factor 
 V and VIIl deficiency

Epidermolysis bullosa

Paget disease of bone

22
56 mil l ion bases

Cat eye syndrome

Ewing sarcoma

DiGeorge 
syndrome

Heme oxygenase  
deficiency

X
164 mil l ion bases

Pyruvate dehydrogenase 
 deficiency

Night blindness, congenital 
 stationary, type 1

Night blindness, congenital 
 stationary, type 2

X-inactivation center

Hypertrichosis, congenital 
 generalized

Hemophilia B

Lesch-Nyhan syndrome

Colorblindness, blue 
 monochromatic

Colorblindness, green 
 cone pigment

Rett syndrome

Duchenne muscular  
dystrophy

Migraine, familial  
 typical

Fabry disease

Hemophilia A

Colorblindness, red  
cone pigment

Fragle X mental  
retardation

Y
59 mil l ion bases

Sex-determining region Y  
(testis determining factor)
Gonadal dysgenesis, XY type
Azoospermia factors
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1

A
Accelerated Aging: Progeria
Human progeria comes in two major forms, Werner’s syndrome (adult-
onset progeria) and Hutchinson-Gilford syndrome (juvenile-onset proge-
ria). Werner’s patients are usually diagnosed in early maturity and have an
average life span of forty-seven years. Hutchinson-Gilford patients are usu-
ally diagnosed within the first two years of life and have an average life span
of thirteen years. The latter syndrome is often simply termed “progeria”
and both are sometimes lumped together as progeroid syndromes.

Progeria’s Effects
There is considerable controversy as to whether or not progeria is a form
of aging at all. Most clinicians believe that progeria is truly a form of early
aging, although only a segmental form in which only certain specific tissues
and cell types of the body age early. Hutchinson-Gilford children show what
appears to be early aging of their skin, bones, joints, and cardiovascular sys-
tem, but not of their immune or central nervous systems.

Clinical problems parallel this observation: They suffer from thin skin
and poor skin healing, osteoporosis, arthritis, and heart disease, but do not
have more infections than normal children and they do not have early
dementia. Death is usually due to cardiovascular disease, especially heart
attacks and strokes, yet Hutchinson-Gilford children lack normal risk fac-
tors associated with these diseases, such as smoking, high cholesterol, hyper-
tension, or diabetes.

Clinically, the children appear old, with thin skin, baldness, swollen
joints, and short stature. They do not go through puberty. The face is strik-
ingly old in appearance. The typical Hutchinson-Gilford child looks more
like a centenarian than like other children, and may look more like other
progeric children than like members of their own families. There is no effec-
tive clinical intervention.

Inheritance of Progeria
The segmental nature of progeria is perhaps its most fascinating feature. If
progeria is actually a form of aging gone awry, then this implies that aging
is more than merely wear and tear on the organism. If progeria is a genet-
ically mediated, segmental form of aging, this may imply that aging itself is

osteoporosis thinning
of the bone structure

dementia neurological
illness characterized by
impaired thought or
awareness

centenarian person
who lives to age 100



genetically mediated and, like other genetic disease, is not only the outcome
of genetic error but might be open to clinical intervention.

Supporting this observation, there are a number of other less well-
known forms of progeria, including acrogeria, metageria, and acrometage-
ria, as well as several dozen human clinical syndromes and diseases with
features that have been considered to have progeroid aspects. The latter
category includes Wiedemann-Rautenstrauch, Donohue’s, Cockayne’s,
Klinefelter’s, Seip’s, Rothmund’s, Bloom’s, and Turner’s syndromes, ataxia
telangiectasia, cervical lipodysplasia, myotonic dystrophy, dyskeratosis
congenita, and trisomy 21 (Down syndrome). In each of these cases, there
are features that are genetic and that have been considered segmental forms
of aging.
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In the most well-known of these, trisomy 21, the immune and central ner-
vous systems both appear to senesce early, in contrast with Hutchinson-
Gilford progeria, in which the opposite occurs. Bolstering the suggestion that
this is a form of segmental progeria, trisomy 21 patients are prone to both
infections and early onset of a form of Alzheimer’s dementia.

The gene that is mutated in Werner’s syndrome is known to code for
a DNA helicase. This enzyme unwinds DNA for replication, transcription,
recombination, and repair. The inability to repair DNA may explain the fea-
tures of premature aging, as well as the increased rate of cancer in Werner’s
syndrome patients. Another mutated helicase is responsible for Bloom’s syn-
drome. Both conditions are inherited as autosomal recessive disorders.

Data suggesting that Hutchinson-Gilford progeria is genetic is cir-
cumstantial. The disease is presumptively caused by a sporadic (one in eight
million live births), autosomal dominant mutation, although a rare auto-
somal recessive mutation is not impossible. The helicase abnormality that
causes Werner’s syndrome is not present in Hutchinson-Gilford cells.
There is a slight correlation with the paternal age at conception. Whatever
the mechanism, it appears to operate prior to birth; several neonatal cases
have been reported.

Germinal Mosaicism
Cellular data, particularly regarding structures called telomeres, suggests
that some of the cells from Hutchinson-Gilford patients are prone to early
cell senescence. Telomeres are special DNA structures at the tips of the
chromosomes. These telomeres gradually shorten over time, and this short-
ening is associated with some aspects of cellular aging. Skin fibroblasts from
Hutchinson-Gilford patients have shorter than normal telomeres and con-
sequently undergo early cell senescence. At birth, the mean telomere length
of these children is equivalent to that of a normal eighty-five-year-old.

Introduction of human telomerase into such cells leads to reextension
of the telomeres and results in normal immortalization of these progeric cell
cultures. Clinical interventional studies using this strategy in humans are
pending. Predictably, circulating lymphocytes of Hutchinson-Gilford chil-
dren have normal telomere lengths, in keeping with their normal immune
function. Research thus far suggests that progeria may not be so much a
genetic disease as it is an “epigenetic mosaic disease.” In progeria, this means
that the genes are normal, but the abnormally short telomere length in only
certain cells lines causes an abnormal pattern of gene expression. The senes-
cent pattern of gene expression in specific tissues results in the observed
clinical disease of progeria.

Although consistent with all known laboratory and clinical data, the
actual genetic mechanisms that underlie Hutchinson-Gilford progeria are
still uncertain and arguable (the gene for Werner’s syndrome, however,
has been cloned). The question of what causes progeria holds a fascina-
tion largely for what it may tell us about the course of aging itself. SEE

ALSO Aging and Life Span; Alzheimer’s Disease; Disease, Genetics of;
DNA Repair; Down Syndrome; Inheritance Patterns; Mosaicism;
Telomere.

Michael Fossel
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Addiction
Addiction in its broadest sense can be defined as the habituation to a prac-
tice considered harmful. A more narrow definition of the term refers to
chronic use of a chemical substance in spite of severe psychosocial conse-
quences. Terms such as “workaholic,” “sex addict,” and “computer junkie”
arose to describe behaviors that have features in common with alcoholism
and other substance addictions. The most convincing data supporting a role
of genetics in addiction has been collected for alcoholism, although genet-
ics most likely has a role in other forms of addiction.

Definitions
In order to assess alcoholism, or any form of addiction, a clear definition of
the condition is necessary. The American Psychiatric Association and the
World Health Organization have developed clinical criteria (DSM-IV and
ICD10, respectively) that are widely used for the diagnosis of substance-use
related disorders. DSM-IV criteria recognizes ten classes of substances (alco-
hol, amphetamines, cannabis, hallucinogens, inhalants, nicotine, opioids,
phencyclidine, and sedatives) that lead to substance dependence, another
term for addiction.

The precise diagnostic criteria for dependence vary among substances.
DSM-IV defines dependence as manifesting, within a twelve-month period,
at least three of the following criteria:

• Tolerance (increased dose needed to achieve the same affect, or
reduced response to the same dose)

• Withdrawal symptoms

• Progressive increase in dose or time used

• Persistent desire for, or failure to reduce substance use

• Increasing efforts made to obtain substance

• Social, occupational, or recreational activity is replaced by activity
associated with substance use

• Continued substance use despite recognized physical and psycholog-
ical consequences

Heritability in Humans
Most family, twin, and adoption studies have shown that addiction to alco-
hol has significant heritability. For example, there is an increased risk for
alcoholism in the relatives of alcoholics. Depending on the study, the risk
of alcoholism in siblings of alcoholics is between 1.5 and 4 times the risk
for the general population. The identical twins of alcoholics (who share 100
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percent of their genes) are more likely to be alcoholics than the fraternal
twins of alcoholics (who share only about 50 percent). Adoption study data
suggest that the risk for developing alcoholism for adopted children is influ-
enced more by whether their biological parents were alcoholics than whether
their adopted parents are alcoholics, suggesting that genes contribute to
alcoholism more than environment. Similar but less extensive data has been
collected for nicotine addiction. Very little genetic epidemiological data has
been collected for illegal drugs.

The only genes that have been conclusively shown to affect suscepti-
bility to addiction in humans are genes that encode proteins responsible for
the metabolism of alcohol. In the body, ethanol (“drinking” alchohol) is oxi-
dized by enzymes to acetaldehyde and then to acetate. Certain alleles of
aldehyde dehydrogenase genes that are common in some populations, such
as Asians, lead to increased levels of acetaldehyde when alcohol is consumed.
Acetaldehyde causes an unpleasant flushing reaction that leads to a volun-
tary reduction of alcohol consumption. The systematic search for other
genes that affect susceptibility to alcohol and nicotine addiction in humans
has lead to the identification of chromosome loci that may contain genes
that affect susceptibility to addiction, but has not lead to the identification
of any specific genes.

Models of Addiction
Progress in genetic analysis of addiction in animal models has been more
successful. The pharmacologic effects of abused substances can readily be
demonstrated in many model systems, from worms to rodents. Rodents can
be trained to voluntarily consume alcohol and other abused substances. Once
trained, these rodents will expend energy to continue to receive drugs and
will display withdrawal symptoms when denied drugs. Chromosomal regions
with naturally occurring variants that affect voluntary consumption, intox-
ication, and withdrawal have been mapped in mice. The specific genes
responsible for these effects have not yet been identified.

Cell biology and neurochemistry studies in humans and model systems
have identified many molecules that have altered abundance and distribu-
tion, enzymes with altered activity, and genes with altered expression result-
ing from substance abuse. In particular, the dopamine and serotonin
neurotransmitter systems have been the focus of intense studies. These are
brain systems directly involved in many basic responses, including pleasure
and reward systems.

To directly test the role of specific genes and pathways, mice have been
engineered to delete or over-express genes. Mice lacking any of these genes
(called PKC�, DRD2, and DBH) are more sensitive to the effects of alco-
hol and consume less alcohol. In contrast, mice lacking any one of four
other genes (PKA regulatory II�, NPY, or 5-HT1b) are less sensitive to the
effects of alcohol and consume more alcohol. Mice cannot be trained to
self-administer alcohol if they lack the Mu opioid receptor, which is involved
in transmitting signals to the body’s own internal opiate system.

Mutant fruit flies with altered responses to alcohol intoxication have also
been created. Two mutants, called “cheapdate” and “amnesiac,” arise from
different mutations in the same gene. These mutations affect the cellular
level of the signal transduction molecule cyclic-AMP. As the names imply,
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flies with cheapdate mutations are very sensitive to the affects of alcohol,
and flies with amnesiac mutations are unable to learn.

The major conclusion from work in model systems is that the pathways
and systems involved in addiction are central to normal behaviors with
instinctive reward processes, such as feeding and procreation. Addiction is
a process that involves learning and the subversion of these basic reward
pathways. SEE ALSO Complex Traits; Disease, Genetics of; Gene and
Environment; Signal Transduction; Twins.

Kirk C. Wilhelmsen
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Aging and Life Span
Aging is, simply put, the act of getting older. Aging is part of the natural
life cycle of an organism. From birth, through maturation, and eventually
to death, aging is the element that ties all segments of life together.

Life Span and the Aging Process
How long an organism lives is called its life span. In 1998, the average life
span for a human, worldwide, was sixty-six years. However, life span is a
complex trait, meaning that many factors, including family history, lifestyle,
disease, and residence in a developed nation, determine how long an indi-
vidual’s life will be. The average life span in a particular population changes
as these factors change. For example, the average life span in the United
States in 1900 was forty-nine; in 1998 it was seventy-seven.

This increase was likely due to several factors, but perhaps the most
important was the improvement of sanitation, hygiene, and public health
from 1900 to 1998. These improvements included purification of drinking
water, treatment of wastewater, widespread vaccination, and improved access
to health care. However, even as these sanitary measures were adopted, other
elements of modern life emerged as strong influences on life span, such as
diet, exercise, and socioeconomic status. Studies have shown that individu-
als who exercise regularly, eat a diet lower in saturated fats, and avoid unnec-
essary risk-taking live longer. This may be because such a lifestyle reduces
the risk of developing cardiovascular disease and cancer, the top causes of
death in developed countries.

Finally, life span is in part genetically determined. Studies of life span
in large families have shown that longevity is, to some degree, inherited.
This may be due to shared genetic risks of diseases or behaviors that shorten
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the life span, or it may reflect direct genetic influences in longevity sepa-
rate from risk of disease.

The aging process causes many changes, both visible and invisible. In
humans, these changes take several forms. In the first two decades of life,
from birth to adulthood, aging involves physical growth and maturation and
intellectual development. These changes are fairly noticeable and relatively
swift compared to the rest of the life span. After reaching physical maturity,
humans begin to show subtle signs of physical aging that grow more pro-
nounced over time. Long-term exposure to sunlight and the outdoors may
begin to toughen the skin and produce wrinkles on the face and body. The
senses change: Sight, hearing, taste, and smell become less acute. Gradual
changes in the eye cause many older adults to need glasses to read. Hair
begins to thin and turn gray. Individuals with less active lifestyles often begin
to gain weight, particularly around the waist and hips. Beginning in their
40s (or, rarely, in their late 30s), many women experience menopause, which
marks the end of childbearing years. Less visible or noticeable changes asso-
ciated with aging are the loss of bone density over time (particularly in
women), slower reflexes, less acute mental agility, and declining memory.

Diseases Associated with Aging
Many of the diseases common in older adults, such as cardiovascular dis-
ease, cancer, dementia, arthritis, blindness, and deafness, are consequences
of the acceleration or distortion of these “natural” changes associated with
aging. These complex diseases associated with aging are caused by the inter-
action of genetic and environmental factors. For example, Alzheimer’s dis-
ease is an illness caused by changes in the brain that impair thinking and
memory much more severely than the natural decline that all humans expe-
rience during aging. It is the most common form of dementia in adults over
age sixty. Certain very rare alleles are associated with the development of
Alzheimer’s disease, and other much more common alleles (of different
genes) increase the risk of a variety of other diseases. Environmental factors
such as exposure to toxins have also been implicated. A more rare example
is progeria, a disease in which the tissues of the body age about seven times
more rapidly than normal. In this case, a person who is chronologically only
a teenager looks much older.

Genetics and Aging
Many scientists have hypothesized that some genes may control aspects of
aging separate from the development of disease. These hypotheses are based
on experimental studies of non-human organisms and the observation that
longevity in humans appears to run in families. Studies of yeast and round-
worm have identified over ten genes in each that are associated with
longevity and aging, and more recent studies have suggested similar genes
exist in the fruit fly. The exact function of these genes is unknown, but one
or more may help slow down the metabolic rate. Studies in mice have shown
that reducing metabolism by reducing food intake can increase life span.
Finally, shortening of the telomeres decreases longevity in some model
organisms.

Finding similar genes in humans is more complicated, since scientists
cannot experimentally control genes to test their effects on longevity in
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humans. Therefore, genetic studies of human longevity require a more
observational approach. One study design is to examine large numbers of
long-lived individuals such as centenarians and see what factors they have
in common, such as lifestyle, medical history, and genetics.

Studies of centenarians have suggested that variants in multiple genes,
including the human leukocyte antigen (HLA) genes of the immune system,
apolipoprotein E (APOE), angiotensin-converting enzyme (ACE), plas-
minogen activating inhibitor 1 (PAI-1), and p53, are associated with living
past age ninety. Forms of several of these genes, such as APOE, ACE, and
p53, are associated with increased risk of developing Alzheimer’s disease,
cardiovascular disease, and cancer, respectively. The association of these
genes with longevity may be due to these disease associations, or it may be
due to their direct influence on extending the human life span. Regardless,
genes clearly influence aging and longevity, whether it is by influencing the
development of life span-shortening diseases, or by positively influencing
longevity independently of causing disease. SEE ALSO Accelerated Aging:
Progeria; Alzheimer’s Disease; Cancer; Cardiovascular Disease; Com-
plex Traits; Telomere.

William K. Scott
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Agricultural Biotechnology
Biotechnology is the use of living organisms—microbes, plants, or animals—
to provide useful new products or processes. In a broad sense, biotechnol-
ogy continues a process that is thousands of years old. Using traditional
plant breeding techniques, humans have altered the genetic composition of
almost every crop by only planting seeds from plants with desired traits, or
by controlling pollination. As a result, most commercial crops bear little
resemblance to their early relatives. Current maize varieties are so changed
from their wild progenitors that they cannot survive without continual
human intervention.

The 1970s heralded recombinant DNA technology, which gave
researchers the ability to cut and recombine DNA fragments from different
sources to express new traits. Genes and traits previously unavailable through
traditional breeding became available through DNA recombination.

Techniques
Modern plant genetic engineering involves transferring desired genes into
the DNA of some plant cells and regenerating a whole plant from the trans-
formed tissue. New DNA may be introduced into the cell via biological or
physical means.

The most widely used biological method for transferring genes into
plants capitalizes on a trait of a naturally occurring soil bacterium, Agrobac-
terium tumefaciens, which causes crown gall disease. This bacterium, in the
course of its natural interaction with plants, has the ability to infect a plant
cell and transfer a portion of its DNA into a plant’s genome. This leads to
an abnormal growth on the plant called a gall. Scientists take advantage of
this natural transfer mechanism by first removing the disease-causing genes
and then inserting a new beneficial gene into A. tumefaciens. The bacteria
then transfer the new gene into the plant.

Another gene transfer technique involves using a “gene gun” to liter-
ally shoot DNA through plant cell walls and membranes to the cell nucleus,
where the DNA can combine with the plant’s own genome. In this tech-
nique, the DNA is made to adhere to microscopic gold or tungsten parti-
cles and is then propelled by a blast of pressurized helium.

Advantages
Depending on which genes are transferred, agricultural biotechnology can
protect crops from disease, increase their yield, improve their nutritional con-
tent, or reduce pesticide use. In 2000, more than half of American 
soybeans and cotton and one-fourth of American corn crops were genetically
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modified by modern biotechnology techniques. Genetically modified foods
may also help people in developing countries. One in five people in the devel-
oping world do not have access to enough food to meet their basic nutri-
tional needs. By enhancing the nutritional value of foods, biotechnology can
help improve the quality of basic diets.

“Golden rice” is a form of rice engineered to contain increased amounts
of vitamin A. Researchers are also developing rice and corn varieties with
enriched protein contents, as well as soybean and canola oils with reduced
saturated fat. Other potential benefits include crops that can withstand
drought conditions or high salinity, allowing populations living in harsh
regions to farm their land.

Agricultural biotechnology also provides benefits for the manufacture
of pharmaceutical products. Because plants do not carry human diseases,
plant-made vaccines and antibodies require less screening for bacterial tox-
ins and viruses. In addition to plants, animals may also be engineered to
produce beneficial genes. In order to produce large quantities of mono-
clonal antibodies for research on new therapeutic drugs, several compa-
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nies have genetically engineered cows and goats to secrete antibodies into
their milk. One company has inserted a spider gene into dairy goats. The
spider silk extracted from the goat’s milk is expected to produce fibers for
bulletproof vests and medical supplies, such as stitch thread, and other appli-
cations where flexible and extremely strong fibers are required.

Concerns
Despite the benefits of genetic engineering, there are concerns about
whether recombinant DNA techniques carry greater risks than traditional
breeding methods. Consumer acceptance of food derived from genetically
engineered crops has been variable. Many individuals express concerns
regarding the environmental impact and ethics of the new technology, and
about food safety. One of the major food safety concerns is that there is a
risk that crops expressing newly inserted genes may also contain new aller-
gens.

Some groups have expressed concern that widespread use of plants engi-
neered for specific types of pest resistance could accelerate the development
of pesticide-resistant insects or have negative effects on organisms that are
not crop pests. Another environmental concern is that transgenic, pest-pro-
tected plants could hybridize with neighboring wild relatives, creating
“superweeds” or reducing genetic biodiversity.

Regulations
To address these concerns, agricultural biotechnology products are regu-
lated by a combination of three federal agencies: the U.S. Department of
Agriculture (USDA), the Environmental Protection Agency (EPA), and the
Food and Drug Administration (FDA). Together, these agencies assess
genetically modified crops, as well as products that use those crops. They
test the crops and products for safety to humans and to the environment,
and for their efficacy and quality. SEE ALSO Biopesticides; Genetically
Modified Foods; Plant Genetic Engineer; Transgenic Animals; Trans-
genic Microorganisms; Transgenic Plants.

Barbara Emberson Soots
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Alternative Splicing
When molecular biologists began analyzing the complete sequence of the
human genome in mid-2001, one surprising observation was that humans have
relatively few genes. We may have as few as 30,000 genes, only about two
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times as many as the much simpler fruit fly, Drosophila melanogaster. How can
the much greater size and complexity of humans be encoded in only twice the
number of genes required by a fly? The answer to this paradox is not fully
understood, but it appears that humans and other mammals may be more
adept than other organisms at encoding many different proteins from each
gene. One way they do this is through alternative splicing, the processing of
a single RNA transcript to generate more than one type of protein.

In most eukaryotic genes, the protein-coding sequences, termed exons,
are interrupted by stretches of sequence, termed introns, that have no pro-
tein-coding information. After the gene is copied, or transcribed, to RNA,
the introns are removed from this “pre-mRNA,” and the exons are spliced
together to form a mature mRNA, consisting of one contiguous protein-
coding sequence. In addition, the complete mRNA contains upstream and
downstream sequences flanking the coding sequences. These sequences do
not encode protein, but help to regulate translation of the mRNA into pro-
tein. Variations in the splice pattern lead to alternative transcripts and alter-
native proteins.

Splicing is accomplished in the cell’s nucleus by spliceosomes, which
are molecular machines composed of proteins and small RNA molecules.
The boundaries between exons and introns in a pre-mRNA are marked very
subtly. Certain segments of the pre-mRNA, termed splice sites, direct the
spliceosomes to the precise positions in the transcript where they can excise
introns and splice together exons. Splice sites are short sequences, typically
less than ten bases long. 5� splice sites mark the 5� end of introns; 3� splice
sites define the 3� end of introns. (“Five prime” and “three prime” refer to
the upstream and downstream ends of the RNA.)

Although splice sites often can be recognized as such by common pat-
terns in their base sequence, there are many variations on the basic splice
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site consensus sequence. These differences affect how readily a particular
splice site is recognized and processed by the splicing machinery. Many other
molecules within the cell, called splicing factors, also participate in the splic-
ing reaction. The combination of all of these determines the pattern of splic-
ing for a particular pre-mRNA molecule.

For many genes the pattern of splicing is always the same. These genes
encode many copies of their corresponding pre-mRNA molecules. The
introns are removed in a consistent pattern, producing mature mRNA mol-
ecules of identical sequence, all of which encode identical proteins.

For other genes the splice pattern varies depending on the tissue in
which the gene is expressed, or the stage of development the organism is
in. Because the choice of splice sites depends on so many different factors,
the same pre-mRNAs from these genes may become spliced into several, or
even many, different mature mRNA variants. 5� splice sites may be ignored,
converting intron sequences into exons; 3� splice sequences can be ignored,
converting exon sequences into introns; or different sequences, ordinarily
not recognized as splice sites, can function as new splice sites. (To under-
stand why ignoring a 5� splice site would convert an intron to an exon, recall
that transcription of RNA proceeds from 5� to 3�.) The production of such
mRNA variations through the use of different sets of splice sites is known
as alternative splicing. It has been estimated that at least one-third of all
human genes are alternatively spliced.

Alternative splicing can have profound effects on the structure and func-
tion of the protein encoded by a gene. Many proteins are comprised of sev-
eral domains, or modules, that serve a particular function. For example, one
domain may help the protein bind to another protein, while another domain
gives the protein enzymatic activity. By alternative splicing, exons, and,
therefore, protein domains, can be mixed and matched, altering the nature
of the protein. By regulating which splice patterns occur in which tissue
types, an organism can fine-tune the action of a single gene so it can per-
form many different roles.

The various forms of a protein are known as isoforms. Isoforms are often
tissue-specific. The dystrophin gene, for example, has one form in muscle
and another in brain tissue. Defects in alternative splicing are associated
with several important human diseases, including amyotrophic lateral scle-
rosis, dementia, and certain cancers.

Alternative splicing can also act to turn genes off or on. In mRNA,
codons, consisting of three adjacent nucleotides, either encode an amino
acid or signal the ribosome to stop synthesizing a polypeptide. Normally,
exon sequences must not encode stop codons (AUG, UAG, or UAA) until
after the final amino-acid-coding codon. Alternative splicing can introduce
a stop codon in the beginning or middle of a protein-coding sequence, result-
ing in an mRNA that encodes a prematurely truncated polypeptide.

Human hearing offers a dramatic illustration of how important alter-
native splicing is in everyday life. Microscopic hair cells lining the inner ear
vibrate when stimulated by sound. One of the proteins in the hair cells that
plays a role in the hearing sensation is a calcium-activated potassium 
channel. The gene for this protein can generate more than five hundred dif-
ferent mRNA variants through alternative splicing. The resulting potassium-
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channel proteins have slightly differing physiological properties. This is in
part what tunes hair cells to different frequencies. SEE ALSO Gene; Pro-
teins; RNA Processing; Transcription.

Paul J. Muhlrad
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Alzheimer’s Disease
Alzheimer’s disease (AD) is a diagnosis applied to a group of degenerative
brain disorders with similar clinical and pathological characteristics. It is the
most common cause of dementia, with onset of symptoms after the age of
fifty-five years. It is recognized as a major public health concern in societies
with an aging population. AD affects four million people in the United
States. At least 90 percent of those affected are over sixty-five years of age.
In 1998 direct health care costs were estimated to be $50 billion. Indirect
costs, such as lost productivity and absences from work, were estimated to
be $33 billion.

First Description of AD
In 1907, Alois Alzheimer, a German physician from Bavaria, published the
case of one of his patients. The patient, Mrs. Auguste D., at the age of fifty-
one years developed an unfounded jealousy regarding her husband. This
behavioral change was followed closely by a subtle and slow decline in other
cognitive abilities, including memory, orientation to time and to physical
location, language, and the ability to perform learned behaviors. All of her
difficulties gradually progressed in severity. Within three years, the patient
did not recognize her family or herself, could not maintain her self-care,
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and was institutionalized. She died a short four and a half years after her ill-
ness began. Her brain was removed at autopsy. Using a novel (at the time)
silver stain to highlight changes in brain sections, Dr. Alzheimer viewed the
tissue under his microscope. He described what are now the pathologic
lesions of the disease that bears his name: loss of neurons, senile plaques
found in the brain substance but outside of the neurons, and neurofibrillary
tangles found inside neurons.

Dr. Alzheimer’s patient had developed dementia. Dementia is an
acquired and continuing loss of thinking abilities in three or more areas of
cognition (which include memory, language, orientation, calculation, judg-
ment, personality, and other functions) severe enough that the individual
can no longer function independently at work or in society. There is no
decrease in level of consciousness. Early in the illness, physical strength is
maintained, though later the individual may “forget” how to perform cer-
tain physical functions, such as using tools or utensils, dressing, or per-
forming personal hygiene activities. Onset of dementia may occur over days,
months, or years. Its course may be static or progressive. Causes of demen-
tia, other than AD, include other neurodegenerative disease, central ner-
vous system infection, brain tumor, metabolic disease, vitamin deficiency,
and cerebrovascular disease.

An Evolving Understanding of Dementia
Within three years of the publication of Dr. Alzheimer’s first case, the term
“Alzheimer’s disease” was applied to patients who developed significant dif-
ficulty in memory and other areas of cognition at an age less than sixty-
five years. Individuals who developed such symptoms later in life, generally
after the age of sixty-five, were said to be suffering from senility, a process
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considered a normal part of aging. The phrase “hardening of the arteries,”
implying narrowing of arterial size with a reduction in blood flow to the
brain, was used by physicians and by laypersons to designate the reason for
senility. However, a causal relationship between arterial narrowing and
senility had not been established scientifically.

Critical research reports were published in 1968 and 1970 providing evi-
dence that senility and the disease Alzheimer described were similar both
clinically and pathologically. Patients in each category developed similar and
multiple cognitive deficits. Patients in each category developed plaques and
tangles, and the majority of those diagnosed with senility did not have evi-
dence of “hardening of the arteries.” Over the next decade senile dementia,
Alzheimer’s type, would replace senility as the accepted common cause of
late-life dementia.

In 1984, consensus criteria for a clinical diagnosis of AD were estab-
lished. Cardinal features include the insidious onset of decline in at least
two areas of cognition, gradual progression of severity in these spheres
resulting in dementia, onset of symptoms between the ages of forty and
ninety years (most often after age sixty-five), and absence of another med-
ical condition that by itself could cause dementia. Pathological study of tis-
sue after death should reveal the characteristic findings of senile plaques in
age-associated numbers (numbers larger than expected for the individual’s
age) and of neurofibrillary tangles. Using these criteria, both Alzheimer’s
disease as a presenile disorder and senile dementia, Alzheimer type, are sub-
sumed into the broader diagnosis, Alzheimer’s disease.

Genetics of Alzheimer’s Disease
There are three areas of evidence that indicate a genetic basis for AD. First,
it occurs as a Mendelian, autosomal dominant disease of early onset (occur-
ring before the age of sixty) in multiple families. However, the number of
such families with autosomal dominant inheritance is small. Second, it is
generally the case that if an individual has a first-degree relative (parent or
sibling) with AD, he or she has a greater risk of developing the disease than
a person with no affected first-degree relative. Finally, AD is more likely to
occur in each of a pair of identical twins than it is to occur in a pair of fra-
ternal twins.

Recognizing these observations, in the mid-1980s researchers initiated
scientific efforts to identify genes of importance in the disease, using the
then-emerging recombinant DNA technology. By 1995, three causative
genes and one susceptibility gene had been identified: APP, PS1/2, and
APOE.

APP. In 1991, a British research group identified mutations in the APP gene
that occurred only in patients with AD in very rare families. (Less than
twenty such families have been reported in the medical literature.) The
mutations were not found in family members who did not have AD. The
APP gene codes for amyloid precursor protein, one of whose degradation
products is a main constituent of the senile plaques of AD.

PS1 and PS2. In 1992, using linkage analysis of data from early-onset,
autosomal-dominant families, researchers in Seattle, Washington; Jack-
sonville, Florida; and Antwerp, Belgium, almost simultaneously determined
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that a then-unknown gene for early-onset AD was located on chromosome
14. In 1995, a research scientist in Toronto, Canada, identified this gene as
PS1, which codes for the protein called presenilin1. Individuals who have
mutations in the gene consistently develop AD. Also in 1995, using com-
parative genomic techniques, the Seattle research group cited above identi-
fied the PS2 gene, which codes for the protein termed presenilin 2. Using
data from a few large, genetically isolated families with early- and late-onset
disease, they determined that mutations in the gene consistently occur only
in patients with AD.

APP, PS1, and PS2 are causative genes: When mutated, each causes AD.
If a person has a mutated gene, he or she will develop the disease at about
the same age as others who have the same mutation. The risk of develop-
ing the disease approaches 100 percent.

APOE. In 1993 researchers in Durham, North Carolina, reported that one
form (allele) of the APOE gene occurred more commonly in patients with
late onset AD than was expected given its occurrence in the population as
a whole. Numerous additional research groups corroborated the finding.
The APOE gene occurs in three forms (alleles), determined by the DNA
sequence. The three forms are termed APOE�2, APOE�3, and APOE�4, and
they code for apolipoprotein E molecules differing from one another by
only one or two amino acids. APOE is a susceptibility gene; it imparts an
increased risk of disease occurrence but by itself does not cause the disease.
The presence of the �4 form (APOE�4) in either one or two copies in an
individual increases the likelihood that the individual will develop AD.
Occurrence may depend on other genetic factors or environmental factors
or some combination from each category.

Additional families exist with early-onset, autosomal-dominant AD with
no APP, PS1, or PS2 mutations. Such families provide evidence that there
may be additional causative genes. Whole-genome-scan analyses reported
in the late 1990s provide evidence of additional susceptibility genes on chro-
mosomes 9, 10, and 12. The genes located on these chromosomes have yet
to be identified.
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Age at Onset Inheritance Chromosome  Gene Protein  % AD

Early Onset AD 14  PS1 presenilin 1 < 2
Early Onset AD 21  APP amyloid < 20 families*
     precursor protein 
Early Onset AD 1  PS2 presenilin 2 3 families*
Early Onset AD ?  ? ? ?
Late Onset Familial/
 Sporadic 19  APOE apolipoprotein E ~50
Late Onset Familial 12p11-q13  ? ? ?
Late Onset Familial 9p22.1  ? ? ?
Late Onset Familial 10q24  ? ? ?
Late Onset ? ?  ? ? ?

Age of Onset: Early Onset: < 60 years, late onset: > 60 years; Inheritance: AD: autosomal dominant, familial: disease 
in at least one first-degree relative, sporadic: disease in no other family member; Chromosome: number, arm, and 
region; Gene: designation of identified gene; Protein: name of protein coded for by the gene; % AD: percent of AD 
caused by or * number of families identified with AD for each gene.
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Rationale for a Genetic Approach to Alzheimer’s Disease
Alzheimer’s disease, broadly defined, is a complex genetic disorder: Multi-
ple causative and susceptibility genes acting singly or in concert produce
similar symptoms and pathologic changes in patients. In each of its forms,
it manifests age-dependent penetrance, meaning that the older an individ-
ual becomes, the more likely it is that he or she will develop the disease.
Disease manifestations (such as age of onset or rate of progression) may be
influenced by environmental exposures (alcohol use, head injury) or other
health conditions (such as cerebrovascular disease). Identification of AD
genes will lead to a better understanding of the cellular processes that cause
dementia.

Currently, amyloid production from amyloid precursor protein is the
focus of much research, although debate continues about its role. Amyloid
production and deposition in the brain are affected by each of the four known
AD genes. Decrease in amyloid production or increase in amyloid metabo-
lism with a resulting decrease in deposition may result in delayed age of
onset or slower progression of disease. Thus, alteration of amyloid pro-
cessing of sufficient magnitude might result in disease prevention. Once
process-altering treatments become available, knowing who is at risk for the
disease will be important.

Genetic Testing and Alzheimer’s Disease
DNA testing can be performed to determine whether an individual has a
mutation in one of the causative genes and/or whether he or she carries one
or two copies of the APOE�4 susceptibility gene. Whether to test and which
test to perform will depend on three conditions: family history of demen-
tia, age of onset of disease, and clinical status of the individual. If a person
has dementia, the test result could be useful in determining that the cause
of the dementia is a form of AD. If a person has no symptoms of demen-
tia, an estimate of the individual’s risk could be developed, using the test.
In the case of such estimates, both the actual accuracy of the test and the
tested individual’s understanding of its accuracy are of concern. While the
consensus is that presymptomatic testing for causative mutations may be
performed with appropriate counseling, debate over the safety and utility of
APOE testing for individuals who do not show symptoms of Alzheimer’s is
ongoing.

In 2001, there was no treatment that prevented, much less cured, AD.
Information regarding the risk of developing AD is useful only in life plan-
ning activities (such as purchasing or offering health insurance coverage or
long-term care insurance coverage, or choosing retirement age) or in fam-
ily planning. An individual’s ability to cope with either an increased or a
decreased risk may vary. Misuse of the information resulting in insurance
or employment discrimination is possible. Absence of a causative gene muta-
tion or of an APOE�4 susceptibility gene in either symptomatic or presymp-
tomatic disease does not preclude AD as the cause of dementia or mean that
the individual has no risk of developing AD in later years. SEE ALSO Com-
plex Traits; Disease, Genetics of; Gene Discovery; Genetic Testing;
Inheritance Patterns; Psychiatric Disorders.

P. C. Gaskell Jr.

Alzheimer’s Disease

18

The first preimplantation testing
for the APP mutation was
announced in February 2002.
Four gene-negative embryos
from a gene-positive woman
were selected and implanted,
and she gave birth to one child
who was free of the gene
mutation, which causes early-
onset Alzheimer’s disease.



Bibliography

Mace, Nancy L., and Peter V. Rabins, eds. The 36-Hour Day, 3rd ed. Baltimore: The
Johns Hopkins University Press, 1999.

St. George-Hyslop, Peter H. “Piecing Together Alzheimer’s.” Scientific American
(Dec. 2000): 76–83.

Terry, Robert D., et al., eds. Alzheimer Disease, 3rd ed. Philadelphia, PA: Lippincott,
Williams & Wilkins, 1999.

Internet Resources

“Ethical, Legal, and Social Issues.” Human Genome Project, U.S. Department of
Energy Office of Science. <http://www.ornl.gov/TechResources/Human_
Genome/home.html>.

“Progress Report on Alzheimer’s Disease, 1999.” National Institute on Aging.
Bethesda: National Institutes of Health, 1999. <http://www.nih.gov/nia/>.

Ames Test
The Ames test is a protocol for identifying mutagenic chemical and phys-
ical agents. Mutagens generate changes in DNA. Many mutagenic agents
modify the chemical structure of adenine, thymine, guanine, and cytosine,
the bases in DNA, changing their base-pairing properties and causing muta-
tions to accumulate during DNA synthesis.

Ethyl methanesulfonate (EMS), for example, is a very potent mutagen.
The ethyl group of EMS reacts with guanine in DNA, forming the abnor-
mal base O6-ethylguanine. During DNA replication, DNA polymerases
that catalyze the process frequently place thymine, instead of cytosine,
opposite O6-ethylguanine. Following subsequent rounds of replication, the
original G:C base pair can become an A:T pair. This changes the genetic
information, is often harmful to cells, and can result in disease. Many muta-
gens cause a wide variety of cancers in humans.

During the 1960s the biologist Bruce Ames developed a test that still
carries his name and that is still used as a relatively inexpensive way to assess
the mutagenic potential of many chemical compounds. The procedure uses
the bacteria Salmonella typhimurium. Wild-type S. typhimurium grows well
on agar that contains only minimal nutrients. It can thrive on agar that con-
tains only sugar, ammonium salts, phosphate, sulfate, and some trace metal
ions. Amino acids are not needed because the bacteria have genes that encode
enzymes that can make all twenty amino acids.

Ames developed strains of S. typhimurium that contain mutations in
genes that the bacteria use to make the amino acid histidine. Such his- strains
cannot survive unless histidine is added to their agar. Ames reasoned that
mutagenic agents could cause changes in the aberrant gene that encodes the
defective his- enzyme, causing it to revert back to the normal form, encod-
ing the active protein. (The mutagen would likely also cause many other,
undetected mutations.) A mutation that returns a function to a mutant is
called a reverse mutation. The Ames test measures the ability of his- S.
typhimurium to grow on agar that does not contain histidine. Growth indi-
cates that a reverse mutation has reverted the his- gene back to an active
form.

A typical Ames test involves exposing his- S. typhimurium to a test agent
and then placing the exposed bacteria in petri dishes that contain agar with
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no histidine. After incubating the dishes, the bacteria that have grown are
counted. This number, which reflects the bacteria that undergo a reverse
mutation from his- to his S. typhimurium, is compared to the number of bac-
teria that undergo reverse mutations when they are not exposed to the agent.
If the agent causes too many reverse mutations above those measured as
spontaneous, it is considered to be mutagenic.

The Ames test can detect mutagens that work directly to alter DNA. In
humans, however, many chemicals are promutagens, agents that must be acti-
vated to become true mutagens. Activation, involving a chemical modifica-
tion, often occurs in the liver as a consequence of normal liver activity on
unusual substances. Bacteria such as S. typhimurium do not produce the
enzymes required to activate promutagens, so promutagens would not be
detected by the Ames test unless they were first activated. An important part
of the Ames test also involves mixing the test compound with enzymes from
rodent liver that convert promutagens into active mutagens. These poten-
tially activated promutagens are then used in the Ames test. If the liver
enzymes convert the agent to a mutagen, the Ames test will detect it, and
it will be labeled as a promutagenic agent.

The Ames test is widely used by the pharmaceutical industry to test
drugs prior to using them in clinical trials. When a drug is mutagenic in the
Ames test, it is usually rejected for further development and will probably
not be tested in animals or used therapeutically in humans. The cosmetic
industry also uses the Ames test to assess the mutagenic potential of makeup
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and other hygienic products. The Food and Drug Administration requires
companies to perform the Ames test before marketing most drugs or cos-
metics. SEE ALSO Cancer; Carcinogens; Mutagen; Mutagenesis; Muta-
tion; Nucleotide.

David A. Scicchitano
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Androgen Insensitivity Syndrome
Androgen insensitivity syndrome (AIS) is a disorder caused by mutation of
the gene for the androgen receptor. This protein binds testosterone and reg-
ulates the expression of other genes that stimulate male sexual development.
Testosterone is the principal male androgen. AIS is an X-linked recessive
disorder that completely or partially prevents development of male sexual
characteristics despite the presence of the Y chromosome. Thus, the phe-
notype of a person with AIS, typified by female or ambiguous sexual char-
acteristics, is at odds with the genotype, which includes the presence of both
the X and Y, or male-determining, chromosomes.

The extent of the syndrome ranges from complete androgen insensi-
tivity and development of normal external (but not internal) female sexual
anatomy, to partial insensitivity, with altered or ambiguous male or female
genitals, to mild insensitivity, with normal male genitals, enlarged breasts,
and possibly impotence. Treatments depend on the extent of the syndrome,
and may include hormone therapy, surgery, and psychological counseling.
Gene testing and genetic counseling are available for families with affected
members.

Sexual Development
AIS can best be understood against the background of normal human sex-
ual development, which begins in the womb. The gonads arise from the
same embryonic tissue, which is differentiated into one or the other by the
actions of several genes not involved in AIS. In males, the most important
gene is SRY, located on the Y chromosome. When present, this causes testis
development. The genes responsible for ovary development are not as well
characterized.

Once differentiated, the ovaries produce estrogen, and testes produce
testosterone. These two hormones provide crucial signals for the differen-
tiation of other sex-related characteristics, including an important set of
primitive ducts.

The tubes and cavities that will house the adult’s eggs or sperm after
they leave the gonads develop from two different sets of ducts. Early in devel-
opment, every fetus has both sets of ducts. One set, called the Wolffian 
ducts, has the capacity to develop into the male vas deferens and accessory
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structures, which store, nourish, and ejaculate sperm. The other set, called
the Müllerian ducts, has the capacity to become the female fallopian tubes,
uterus, cervix, and upper vagina.

In males, testosterone from the testes stimulates the development of the
Wolffian ducts. Testosterone also stimulates nearby tissue to swell and form
the penis and scrotum. A second hormone made by the testes, called anti-
Müllerian hormone (AMH), induces the Müllerian ducts to undergo apop-
tosis, causing them to degenerate. During puberty, testosterone stimulates
the development of other male secondary sex characteristics, including facial
hair and a deepening of the voice.

In females, the absence of testosterone and AMH causes the Müllerian
ducts to develop and the Wolffian ducts to degenerate. The same tissue that
forms the penis and scrotum in males forms the clitoris, labia, and lower
vagina in females. At puberty, estrogen stimulates development of female
secondary sex characteristics, including enlargement of the breasts and onset
of menstruation.

Testosterone and Its Receptor
Testosterone is a hormone, a molecule released in one set of cells that reg-
ulates the action of other cells. Testosterone exerts its action on these target
cells by first binding with a receptor, called the androgen receptor (AR). The
receptor is a protein that resides within the target cell. The testosterone-
receptor complex moves to the nucleus of the target cell, where it acts as a
transcription factor. Transcription factors bind to DNA to control the rate
of gene expression. In the case of testosterone, the genes affected are those
that “masculinize” the fetus, triggering the transformation of the Wolffian
ducts into the mature male sexual anatomy and causing other, more subtle
changes, including in the brain. Thus, the interaction of testosterone with
its receptor is the principal means by which the male genotype (presence of
a Y chromosome) leads to the development of the male phenotype (presence
of a vas deferens, penis, and accessory structures).

The Consequences of Androgen Insensitivity
With an understanding of normal sexual development, consider the conse-
quences of complete androgen insensitivity on the events of development
in a person with the XY genotype. Since the Y chromosome is present, there
will be testes. The testes will produce testosterone and AMH. AMH will
cause degeneration of the Müllerian ducts, and so there will be no fallop-
ian tubes, uterus, cervix, or upper vagina. But the defective receptor means
that testosterone cannot exert its effects, so the Wolffian ducts also degen-
erate, and there will be no vas deferens. There will also be no penis or scro-
tum. Instead, the testes remain in the abdomen (where they originate), and
the exterior tissue develops a short vagina that ends in a blind pocket. In
milder forms of the syndrome, with only partial insensitivity to androgens,
the genital structures may be ambiguous, with varying degrees of male ver-
sus female predominance.

The Androgen Receptor Gene and Protein
The AR gene is located on the long arm of the X chromosome, at a loca-
tion that is designated as Xq11-q12. The gene is about 90,000 nucleotides
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long, though fewer than 3,000 of these actually code for amino acids in
the protein. The protein formed from the gene has different domains that
perform different functions. One region binds testosterone, another reg-
ulates the movement of the complex to the nucleus, and a third binds the
complex to the DNA. Other regions, some overlapping, control other
functions.

Mutations to the coding portion for any one of these domains can pre-
vent the receptor complex from functioning properly. All known mutations



in the AR gene cause a loss of function and exhibit the recessive inheritance
pattern. A male carries only one X chromosome, and receives only one copy
of the AR gene. If this gene is mutated, the male will have androgen insen-
sitivity syndrome.

Women with one mutated AR gene will not exhibit the syndrome but
instead will be carriers, whose male children have a 50 percent risk of inher-
iting the mutant gene. Since affected individuals are sterile, they cannot pass
it on to offspring. It is believed that about one-third of all cases are due to
new mutations, which are not present in the mother’s genes but which arise
in the development of the early embryo. Genetic testing is available for
women who desire children but who have a family history of androgen insen-
sitivity. For women who are carriers, prenatal testing is available to deter-
mine if a fetus has inherited the mutant gene.

The Range of Androgen Insensitivity Syndromes
AIS occurs in a range of forms, from complete to mild. Most mutations to
the testosterone-binding region, and some other types of mutations, cause
complete androgen insensitivity syndrome (CAIS). In this form of the syn-
drome, the XY person is born phenotypically female, and from birth is raised
as a girl. Gender identification (the internal sense of being male or female)
is female. Sexual orientation is typically heterosexual, and so most CAIS
individuals are attracted to males. At puberty, estrogen production by the
adrenal glands causes breasts to develop. However, no pubic or armpit hair
develops, since in males and females this is controlled by testosterone, and
no menstruation occurs. It is at this point that the condition is usually diag-
nosed. Once discovered, the testes are usually surgically removed to prevent
the possibility of testicular cancer, which is more common in people with
CAIS. The woman is infertile, but may be able to enjoy sexual relations if
the vagina is long enough to prevent pain during intercourse; or, if the vagina
is not long enough, it can be surgically lengthened. CAIS is thought to occur
in 2 to 5 births per 100,000.

Those with partial androgen insensitivity syndrome (PAIS) have andro-
gen receptors that are partially responsive to testosterone, and a range of
outcomes may result. A person with PAIS may be born with external gen-
ital structures that are not typically male or typically female, a condition
called intersexuality. The appearance of the genitals may range from pre-
dominantly male to predominantly female. There may be a very small penis
or enlarged clitoris, abnormalities in the location of the urethra, and partial
fusion of the labia. Breasts may develop in males at puberty. Internal gen-
der identification may be with either sex. PAIS is thought to be as common
as CAIS.

Ambiguous genitals are often surgically altered at birth. Problems arise
when the surgically assigned sex conflicts with the internal gender identifi-
cation, which develops early and becomes even more pronounced through
late childhood and puberty. Increasing understanding of PAIS and sensitiv-
ity to the issues of gender identification have brought new awareness about
the potential for these problems, but the practice of surgical sex assignment
is still common. In 2001 the British Association of Paediatric Surgeons rec-
ommended that surgery “only be undertaken with considerable caution and
following full multidisciplinary investigation and counseling of the parents.”
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Other therapies include hormone treatments and psychological counseling,
including family counseling, and these are often part of the treatment, with
or without surgery.

Kennedy Disease
Kennedy disease is a neurological condition that is also due to a mutation
of the androgen receptor gene. Affected individuals are phenotypically nor-
mal males who are fertile, although after puberty they may develop enlarged
breasts, consistent with very mild androgen insensitivity. The disorder
causes progressive weakness over several decades, along with tremor, dif-
ficulty swallowing, and some sensory problems. The mutation that causes
Kennedy disease is an expanded “triplet repeat” of CAG nucleotides, mak-
ing this condition one of the family of triplet repeat diseases that includes
Huntington’s disease. SEE ALSO Apoptosis; Hormonal Regulation;
Inheritance Patterns; Sex Determination; Sexual Orientation; Tran-
scription Factors; Triplet Repeat Disease; X Chromosome; Y Chro-
mosome.

Richard Robinson
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Aneuploidy See Chromosomal Aberrations

Antibiotic Resistance
Antibiotic resistance is the ability of a bacterium or other microorganism
to survive and reproduce in the presence of antibiotic doses that were pre-
viously thought effective against them. Examples of microbe resistance to
antibiotics dot the countryside, plaguing humankind. For instance, in Feb-
ruary 1994 dozens of students at La Quinta High School in southern 
California were exposed to the pathogenic (disease-causing) agent, Myco-
bacterium tuberculosis, and eleven were diagnosed with active tuberculosis.
Many strains of this bacterium are multi-drug resistant (MDR). As for the
sexually transmitted pathogen Neisseria gonorrhea, which causes gonorrhea,
the antibiotics penicillin and tetracycline that were used against it in the
1980s can no longer be the first lines of defense, again because of antibi-
otic resistance. If only 2 percent of a N. gonorrhea population is antibiotic
resistant, a community-wide infection of this persistent strain can occur.
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Mechanisms of Resistance
Antibiotics, whether made in the laboratory or in nature by other microbes,
are designed to hinder metabolic processes such as cell wall synthesis, pro-
tein synthesis, or transcription, among others. If humans are to prosper
against microbial disease, it is necessary to understand how and why bacte-
ria are able to mount their clever defenses. Aided with the knowledge of the
genetics and mechanisms of resistance, scientists can discover new ways to
combat the resistant bacteria.

The phenomenon of antibiotic resistance in some cases is innate to the
microbe. For instance, penicillin directly interferes with the synthesis of bac-
terial cell walls. Therefore, it is useless against many other microbes such
as fungi, viruses, wall-less bacteria like Mycoplasma (which causes “walking
pneumonia”), and even many Gram negative bacteria whose outer mem-
brane prevents penicillin from penetrating them. Other bacteria change their
“genetic programs,” which allows them to circumvent the antibiotic effect.
These changes in the genetic programs can be in the form of chromosomal
mutations, acquisition of R (resistance) plasmids, or through transposition
of “pathogenicity islands.”

An example of a chromosomal mutation is the increasing number of
cases of penicillin-resistant Neisseria gonorrhae. This bacterium mutated the
gene coding for a porin protein in its outer membrane, thereby halting the
transport of penicillin into the cell. This is also termed “vertical evolution,”
meaning that the spread occurs through bacterial population growth. The
most common method by which antibiotic resistance is acquired is through
the conjugation transfer of R plasmids, also termed “horizontal evolution.”
In this method the bacteria need not multiply to spread their plasmid. Instead
the plasmid is moved during conjugation. These plasmids often code for
resistance to several antibiotics at once.

The third method is transfer due to transposable elements on either side
of a “pathogenicity island,” which is group of genes that appear on the DNA
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and carry the codes for several factors which make the infection more suc-
cessful. These transposable elements allow the genes to jump from bacteria
to bacteria or simply from chromosome to plasmid within the organism.

The “road blocks” that bacteria have evolved which result in antibiotic
resistance employ several mechanisms. One strategy is simply to destroy or
limit the activity of the antibiotic. The beta-lactamases are enzymes which
render the penicillin-like antibiotics dysfunctional by cleaving a vital part
of the molecule. Some bacteria can deactivate antibiotics by adding chem-
ical groups to them; for instance, by changing the electrical charge of the
antibiotic through the addition of a phosphate group. Other bacteria
accomplish a similar effect by bulking themselves up with the addition of
an acetyl group.

Still other bacteria acquire resistance by simply not allowing the antibi-
otic to enter the cell. The bacterium mentioned above, Neisseria gonorrhea,
has altered porin proteins, thereby stopping uptake of the antibiotic. Some
bacteria acquire intricate pumping mechanisms to expel the drug when it
gains entry to their cell.

Finally, bacteria may mutate the gene for the target macromolecule
with which the antibiotic is supposed to bind. For example, tetracycline binds
to and inhibits ribosomes, so a mutation in the ribosomal genes may cause
conformational alterations in the ribosomal proteins that prevent tetracy-
cline from binding but still allow the ribosome to function.

Resistance and Public Health
The effects of antibiotic resistance are reflected in the agriculture, food,
medical, and pharmaceutical industries. Livestock are fed about half of the
antibiotics manufactured in the United States as a preventative measure,
rather than in the treatment of specific diseases. Such usage has resulted in
hamburger meat that contains drug-resistant and difficult-to-treat Salmo-
nella Newport, which has led to seventeen cases of gastroenteritis including
one death. Some MDR-tuberculoid strains arise because patients are reluc-
tant to follow the six-months or more of treatment needed to effectively
cure tuberculosis. If the drug regimen is not followed, less sensitive bacte-
ria have the chance to multiply and gradually emerge into resistant strains.
In other cases the “shotgun” method of indiscriminately prescribing/taking
several antibiotics runs the risk of creating “super MDR-germs.” Moreover,
millions of antibiotic prescriptions are written by physicians each year for
viral infections, against which antibiotics are useless. The patient insists on
a prescription, and many doctors willingly go along with the request.

Because global travel is common, the potential of creating pandemics
is looming. In many Third World countries, diluted antibiotics are sold on
the black market. The dosage taken is often too low to be effective, or the
patient takes the drug for a very short time. All these behaviors contribute
to the development of resistant strains of infectious organisms. If humans
are to gain the upper hand against MDR bacteria, it is the responsibility of
these industries and the public to educate themselves and to engage in care-
ful practices and therapy. SEE ALSO Conjugation; Eubacteria; Mutagen;
Plasmid; Transposable Genetic Elements.

Paul K. Small
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Antisense Nucleotides
Antisense nucleotides are strings of RNA or DNA that are complementary
to “sense” strands of nucleotides. They bind to and inactivate these sense
strands. They have been used in research, and may become useful for ther-
apy of certain diseases.

Antisense RNA
Messenger RNA (mRNA) is a single-stranded molecule used for protein
production at the ribosome. Because its sequence is used for translation,
mRNA is called a “sense” strand or sense sequence. A complementary
sequence to that mRNA is an “antisense” sequence. For instance, if the
mRNA sequence was AUGAAACCCGUG, the antisense strand would be
UACUUUGGGCAC. Complementary sequences will pair up in RNA just
as they do in DNA. When this happens to an mRNA, however, it can no
longer be translated at the ribosome, no protein synthesis occurs, and the
“duplex” RNA is degraded.

This phenomenon has been used experimentally and commercially to
block the synthesis of specific proteins in transgenic organisms (ones to
which a foreign gene has been added). The strategy is to add a synthetic
gene that, when transcribed, will make the antisense RNA sequence for the
target protein’s mRNA.

This technique was first used commercially in 1988 for the Flavr-
Savr tomato. The gene chosen for inactivation was polygalacturonase (PG),
whose enzyme unlinks pectins in the plant cell wall, thereby softening it.
The intent was to increase the time the fruit could be left to ripen without
softening, thus increasing flavor of commercial tomatoes. The Calgene 
company created a transgenic tomato plant expressing the antisense RNA
for PG mRNA, and reduced PG production by up to 90 percent. Although
the tomato was not a commercial success, it demonstrated the potential for
this strategy.

Antisense RNA is currently being investigated as a human therapy for
certain forms of cancer. The goal is to use gene therapy techniques to insert
an antisense gene into tumor cells. Many cancers are due to overexpression
of the genes that promote cell proliferation, called tumor suppressor genes.
Antisense RNA might be able to inhibit this overexpression. Another tar-
get is the BCL-2 gene, whose protein prevents apoptosis, or programmed
cell death. In certain cancers, the BCL-2 gene is overactive, preventing death
of cells and leading to their proliferation. Antisense therapy against BCL-2
is currently being tested under the trade name Genazyme.

complementary match-
ing opposite, like hand
and glove

ribosome protein-RNA
complex at which pro-
tein synthesis occurs

translation synthesis of
protein using mRNA
code



Antisense DNA
Antisense DNA strands can also be made (note that in the double helix, the
side of the DNA that is transcribed is itself antisense). Short antisense strands
of DNA can be introduced into cells, which then bind with target mRNA.
Antisense DNA is currently an approved therapy for cytomegalovirus infec-
tions of the eye, under the trade name Vitravene. Vitravene targets two dif-
ferent viral proteins. Antisense DNA is also being explored for therapy of
HIV, some cancers, and other diseases.
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One advantage of using antisense therapy in treating infectious diseases
such as virus infections is that it can be tailored to the particular strain in cir-
culation, and then modified as the virus mutates. One difficulty in applying
this therapy is successfully delivering the antisense DNA or RNA to all tar-
get tissues (for instance, making sure the antisense strands reach infected blood
cells for HIV). Another problem is maintaining prolonged suppression of tar-
get protein expression, since the antisense molecule will eventually be
degraded by the cell’s nuclease enzymes. One strategy to prevent degrada-
tion is to chemically modify the DNA to interfere with nuclease action.

RNA Interference
Investigation of the mechanism of action of antisense RNA led to the sur-
prising discovery that naturally occurring double-stranded RNA molecules
(dsRNA) suppress gene expression as well as or better than antisense
sequences. This suppression by dsRNA of expression of the related gene is
called RNA interference. dsRNA molecules are cut into short segments by
nucleases; the antisense strand of such a segment then peels off and binds
with its complementary mRNA. This new, double-stranded RNA is then
subject to further nuclease attack. RNA interference is believed to be an
ancient means of protecting against double-stranded RNA viruses. Further
understanding of RNA interference may lead to improvements in or replace-
ment of antisense therapies. SEE ALSO Gene Therapy; Nucleases;
Nucleotide; RNA Interference; Transgenic Plants.

Richard Robinson
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Apoptosis
Death is an inevitable fact of life for organisms. Increasingly, biologists have
come to realize that death is also, in many cases, an important and predes-
tined fate of individual cells of organisms. Apoptosis is a process by which
cells in a multicellular organism commit suicide. While cells can die as a
result of necrosis, apoptosis is a form of death that the cell itself initiates,
regulates, and executes using an elaborate arsenal of cellular and molecular
machinery. For this reason, the term apoptosis is often used interchange-
ably with the term “programmed cell death,” or PCD (although technically,
apoptosis is but one particular form of programmed cell death). There is
some disagreement on the origins of the word. The word apoptosis has
ancient Greek origins, referring to the falling of leaves, or possibly “drop-
ping of scabs” or “falling off of bones.” There is even less agreement on its
proper pronunciation, and even specialists in the field seem to use every
possible way to say the word. “A-pop-TOE-sis” and “AP-oh-TOE-sis” are
both common.
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Why Cells Commit Suicide
Why do cells commit apoptosis? There seem to be two major reasons. First,
apoptosis is one means by which a developing organism shapes its tissues
and organs. For instance, a human fetus has webbed hands and feet early
on its development. Later, apoptosis removes skin cells, revealing individ-
ual fingers and toes. A fetus’s eyelids form an opening by the process of
apoptosis. During metamorphosis, tadpoles lose their tails through apopto-
sis. In young children, apoptosis is involved in the processes that literally
shape the connections between brain cells, and in mature females, apopto-
sis of cells in the uterus causes the uterine lining to slough off at each men-
strual cycle.

Cells may also commit suicide in times of distress, for the good of the
organism as a whole. For example, in the case of a viral infection, certain
cells of the immune system, called cytotoxic T lymphocytes, bind to infected
cells and trigger them to undergo apoptosis. Also, cells that have suffered
damage to their DNA, which can make them prone to becoming cancer-
ous, are induced to commit apoptosis.

The Regulatory Mechanism
The cellular mechanisms that regulate and cause apoptosis were first eluci-
dated by genetic studies of the roundworm, Caenorhabditis elegans. Normally,
in the development of a C. elegans worm, one out of every eight body cells
produced is eliminated by programmed cell death. By studying mutants in
which either too many or too few cells died, worm geneticists identified
many of the proteins that control apoptosis. Subsequently, the critical med-
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ical relevance of apoptosis became clear when biologists discovered that
mammals contain many of the same genes that control apoptosis in worms.
More strikingly, they found that many of these genes were mutated in tumors
from cancer patients. Other genes often found to be mutated in cancers are
those which regulate the cell cycle, which is the complex set of processes
controlling how and when cells divide. These two findings led cancer
researchers to recognize that cancer, a disease of uncontrolled cell prolifer-
ation, can result either from too much cell division or not enough apopto-
sis. Because of this important finding, apoptosis has become the subject of
intense medical research, and molecules that regulate apoptosis are being
studied as potential targets for anti-cancer drug therapies.

A cell can be triggered to undergo apoptosis either by external signal-
ing molecules, such as so-called “death activator” proteins, or through mol-
ecules that reside within the cell and monitor events that might commit the
cell to suicide, such as damage to DNA. There are several biochemical path-
ways that lead to apoptosis. One of the major pathways involves inducing
mitochondria to leak one of their proteins, cytochrome c, into the cystosol.
This in turn activates a set of related proteases (enzymes that degrade pro-
teins) called caspases. Ultimately, the caspases degrade proteins in the cell
and activate enzymes that degrade other cell constituents, such as the DNA.
Cells undergoing apoptosis exhibit characteristic morphological and bio-
chemical traits, which can be recognized by microscopic examination or bio-
chemical assays. Apoptosis can occur in as little as twenty minutes, after
which the cell “corpse” typically becomes engulfed and completely degraded
by neighboring phagocytic cells that are present in the tissue and attracted
to the apoptotic cell. SEE ALSO Cancer; Cell Cycle; Roundworm:
CAENORHABDITIS ELEGANS; Signal Transduction.

Paul J. Muhlrad
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Arabidopsis thaliana
Arabidopsis thaliana, or thale cress, is a small flowering plant in the mustard
family. Arabidopsis has no inherent agricultural value and is even considered a
weed, but it is one of the favored model organisms of plant geneticists and
molecular biologists, and it is the most thoroughly studied plant species at the
molecular level. Model organisms have traits that make them attractive and
convenient for biologists, who anticipate being able to extend their findings
to other, less easily studied species. Arabidopsis is small and easy to grow, allow-
ing researchers to cultivate it with minimal investments in effort and labora-
tory space. It has a short generation time, taking about six weeks for a seed
to grow into a mature plant that produces more seeds. This rapid maturation
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enables biologists to conduct genetic cross experiments in a relatively short
period of time. A single mature plant can produce over 5,000 seeds, another
property that makes Arabidopsis convenient for use in genetic analysis.

A Small and Simple Genome
Beyond these basic traits, other attributes of Arabidopsis make it particularly
well-suited for analysis by modern molecular genetic methods. Its genome
(the amount of DNA in each set of chromosomes) is only about 125 mil-
lion base pairs. This is small compared to many other plants, and makes
searching for particular genes easier in Arabidopsis than in plants with larger
genomes. For comparison, the genome sizes for rice (Oryza sativa), wheat
(Triticum aestivum), and corn (Zea mays) are 420 million, 16 billion, and 2.5
billion base pairs, respectively. Furthermore, the Arabidopsis genome is con-
tained on just five pairs of chromosomes, making it easier for geneticists to
locate specific genes.

Geneticists can carry out crosses (interbreeding two different plant
strains) with Arabidopsis by introducing the pollen from one plant to the
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stigma on another. This mode of reproduction, called outcrossing, is use-
ful for combining mutations from different plants. Alternatively, Arabidop-
sis can reproduce by a process called selfing, in which an individual plant
uses its own pollen to fertilize its ovules.

Selfing, which is not possible in many plants, is very useful for geneti-
cists who wish to study mutations. Most mutations are recessive, which means
that they physically manifest themselves (display a phenotype) only when
they are present on the chromosomes contributed by both the ovule and the
fertilizing pollen. In selfing, heterozygous mutations (which are present on
only one of the two sets of chromosomes) will become homozygous (pre-
sent on both) in one quarter of the progeny produced in this manner.

Arabidopsis and Transformation
Another property that endears Arabidopsis to plant molecular biologists is
that it is easily transformed. Transformation is a method for introducing
foreign DNA into an organism. This technique is invaluable for studying
how genes function and interact with other genes. Biologists usually trans-
form plants by infecting them with genetically engineered varieties of a bac-
terium, Agrobacterium tumefaciens. In nature, when Agrobacterium infects
plants, it inserts certain genes directly into the plant cells, causing a disease
called crown gall. The genetically engineered Agrobacterium strains have had
their disease-causing genes removed. They can still infect a plant and insert
their DNA, but do not cause a disease. To transform plants, the molecular
biologist inserts the foreign gene to be studied into Agrobacterium, which
will then transfer the gene to a plant that it infects. This transformation
technique does not work well on many other plant species, limiting the util-
ity of those plants for molecular genetic analysis.

Arabidopsis researchers also use a variation on the Agrobacterium-mediated
transformation technique to introduce mutations in the plant. Studying the
effect of a mutation in a particular gene often yields critical information
about the normal function of that gene. Because Agrobacterium inserts its
transforming DNA randomly in the genome, in many cases the DNA gets
inserted directly within a gene sequence. This usually destroys the function
of the disrupted gene, resulting in a “knockout mutant.” Furthermore, the
piece of transformed DNA (T-DNA) that is inserted in the disrupted plant
gene can serve as a flag for tracking down the gene by molecular biology
methods. Large-scale projects using this T-DNA insertion technique are
underway to mutate, identify, and characterize every gene in the Arabidopsis
genome.

The First Completely Sequenced Plant Genome
At the end of 2000, an international team of researchers announced that
Arabidopsis was the first plant to have its complete genome sequence—the
exact order of essentially all 125 million DNA base pairs—determined. The
project revealed that Arabidopsis contains over 25,500 genes. By identifying
and studying these genes, biologists are learning lessons about plant biol-
ogy that could provide important advances in agriculture, such as improved
crop resistance to pathogens, salt, light stress, and drought, and to the pro-
duction of more healthful edible oils, pharmaceuticals, and biodegradable
plastics.
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Arabidopsis research has also produced important discoveries in funda-
mental plant science, such as the identification of a plant hormone recep-
tor, a clearer understanding of how plants sense and respond to light, and
more about the processes that induce plants to form flowers. Arabidopsis
research may even have direct relevance to human biology. For example, a
photoreceptor protein that regulates circadian rhythms in Arabidopsis was
found to share sequence similarity to a retinal photoreceptor, which may
perform a similar role in mammals. SEE ALSO Inheritance Patterns;
Model Organisms; Transformation; Transgenic Plants.

Paul J. Muhlrad

Bibliography

Meinke, David W., et al. “Arabidopsis thaliana: A Model Plant for Genome Analysis.”
Science 283, no. 5389 (1998): 662–681.

Internet Resources

The Arabidopsis Information Resource. <http://www.arabidopsis.org/>.
Nature, Vol. 408, December 2000. (Issue devoted to Arabidopsis thaliana; <http://www

.nature.com/genomics/papers/a_thaliana.html>).

Archaea
Members of the Archaea comprise one of the three principal domains of liv-
ing organisms in the universal phylogenetic tree of life. The other two prin-
cipal domains are the Bacteria and the Eukarya. The phylogenetic tree is a
theoretical representation of all living things, constructed on the basis of
comparative ribosomal RNA sequencing and reflecting evolutionary rela-
tionships rather than structural similarities.

Characteristics of Archaea
Many scientists hypothesize that the Archaea are the closest modern rela-
tives of Earth’s first living cells. Called “universal ancestors,” these are the
cells from which all other life is believed to have evolved. This hypothesis
is based on two types of evidence. Genetic analyses indicate that the Archaea
domain branches off of the phylogenetic tree at a point that is closest to the
tree’s root. Furthermore, it has been observed that many of the Archaea 
prefer to live in extremes of temperature, salt concentration, and pH—
environmental conditions thought to be similar to those found on Earth
over 3.5 billion years ago, when life first originated.

The Archaea share certain characteristics with Bacteria, others with
Eukarya, and have some characteristics that are unique. For example, cells
of the Archaea are structurally more similar to Bacteria, live predominantly
as single cells, and have cell walls, although the walls do not contain the
complex material called peptidoglycan that is a signature molecule of the
Bacteria. While some Eukarya have cell walls, it is not a universal charac-
teristic of that domain, and the Eukarya walls are composed of chitin or cel-
lulose, neither of which occurs in cell walls of Archaea or Bacteria. Like the
Bacteria, the Archaea lack a membrane-enclosed nucleus and their DNA
exists in a circular form. On the other hand, their DNA is associated with
histones, a characteristic of Eukarya, and their cell machinery (such as protein-
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synthesizing enzymes and RNA polymerases) more closely resembles that
found in the Eukarya. The lipids that comprise their membranes are unique,
resembling neither the Bacteria nor the Eukarya.

Certain members of the Archaea are able to produce methane gas,
another unique characteristic. Methane is one of the most important
greenhouse gases. An Italian scientist named Alessandro Volta first dis-
covered it as a type of “combustible air” over two hundred years ago. He
trapped gas from marsh sediments and showed that it was flammable long
before we knew that it was produced by members of the Archaea that
lived in salt marsh sediment. Other important habitats for Archaea with
this unique ability include the digestive tracts of animals and sewage
sludge digesters.

Thriving in Environmental Extremes
The ability of many members of the Archaea to thrive in environmental
conditions that we would find extreme is perhaps one of their most fasci-
nating characteristics. There are genus like Halobacterium, which inhabit
extremely salty environments, such as the Great Salt Lake in Utah and the
Dead Sea in Israel. The salt concentration in these lakes is at least ten times
that of seawater. Still other lakes, like Lake Magadi in Kenya, are not only
extremely salty, but are also extremely alkaline, with pH values as high as
10 or 12. Archaea can be found even here, and their names reflect their
habitat: Natronobacterium, Natronosomonas, and Natronococcus (“natro” means
“salt”). The reddish-purple color sometimes seen in seawater-evaporating
ponds, where solar salt is prepared, is the result of the growth of red-
pigmented Archaea.

Extremes of temperature offer no challenge to certain members of the
Archaea. A number of species, in fact, require temperatures over 80 °C in
order to grow. Some live quite happily in the superheated outflow of geot-
hermal power plants. Others thrive in the conditions of extreme acidity and
temperature found in sulfur-rich, acidic hot springs like those in Yellow-
stone National Park, in the United States.
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Archaea also populate the areas surrounding deep-sea vents, underwa-
ter volcanoes that form when the earth’s crust opens along the ocean floor’s
spreading centers. The deep-sea vents have the hottest temperatures at
which any living organism has been found. As of 2001, the current record
for heat tolerance belonged to Pyrolobus fumarii, which can grow in water
at a maximum temperature of 113 °C, well above boiling. At the opposite
extreme, Archaea are among the few organisms found in the frigid waters
of the Antarctic.

Value to Industry and Research
As a consequence of their ability to thrive in extreme conditions, the
Archaea have become increasingly valuable. For example, the DNA poly-
merase of Thermus aquaticus, an Archaea found in the Yellowstone hot
springs, is a heat tolerant enzyme that is crucially important in modern
molecular biology laboratories, because of its use in the polymerase chain
reaction. Archaea have also become important for commercial purposes.
Their enzymes, sometimes called extremozymes, have made their way into
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laundry detergent, for example, where they digest proteins and lipids in hot
water or cold, and in extremely alkaline conditions, thus helping to remove
life’s little messes. SEE ALSO Cell, Eukaryotic; Eubacteria; Polymerase
Chain Reaction; Ribosome.

Cynthia A. Needham
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Attention Deficit Hyperactivity Disorder
Attention deficit/hyperactivity disorder (ADHD) is a condition character-
ized by inattention and/or impulsivity and hyperactivity that begins in chil-
dren prior to the age of seven. Their inattention leads to daydreaming,
distractibility, and difficulties sustaining effort on a single task for a pro-
longed period of time. Their impulsivity disrupts classrooms and creates
problems with peers, as they blurt out answers, interrupt others, or shift
from schoolwork to inappropriate activities. Their hyperactivity is frustrat-
ing to those around them and poorly tolerated at school. Children with
ADHD show academic underachievement and conduct problems. As they
grow older, they are at risk for low self-esteem, poor peer relationships, con-
flict with parents, delinquency, smoking, and substance abuse.

Course, Prevalence, and Treatment
Although the longitudinal course of this condition and its prevalence in
adulthood have been sources of controversy, a growing literature has doc-
umented the persistence of ADHD into adulthood, with about two-thirds
of ADHD children continuing to experience impairing symptoms of the
disorder though adulthood. Over time, symptoms of hyperactivity and
impulsivity are more likely to diminish compared with symptoms of inat-
tention.

Prevalence studies from North America, Europe, and Asia show that
ADHD affects about 5 percent of the population. The impact of the disor-
der on society, in terms of financial cost, stress to families, and disruption
in schools and workplaces, is enormous. Although current treatments for
the disorder are not 100 percent effective, clinical trials have shown that
stimulant medications, such as methylphenidate and amphetamine, relieve
symptoms and lessen adverse outcomes, while showing few adverse side
effects. Because these medicines increase the availability of the neuro-
transmitter dopamine in the brain, dysregulation of dopamine systems has
been a primary candidate for the pathophysiology of ADHD. But drugs
like desipramine and alomoxeline, which have their effects on other brain
systems, also exert strong anti-ADHD effects. This suggests that dysregu-
lation of dopamine systems cannot completely explain the pathophysiology
of ADHD.
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Neuropsychological and neuroimaging studies provide converging evi-
dence for the hypothesis that brain dysfunction causes the symptoms of
ADHD. Neuropsychological tests show many ADHD patients to have
deficits in the executive functions needed for organizing, planning, sequenc-
ing, and inhibiting behaviors. These performance deficits are similar to,
albeit milder than, the deficits seen among patients with frontal lobe dis-
orders. Several structural and functional neuroimaging studies implicate net-
works of regions throughout the brain, not just in the frontal lobes.

The Genetic Epidemiology of ADHD
Family, twin, and adoption studies provide strong support for the idea that
genes influence the etiology of ADHD. Family studies find the parents and
siblings of ADHD children to have a five-fold increase in the risk for ADHD.
Children of ADHD adults have a ten-fold increase in risk, which has led to
the idea that persistent cases of ADHD may have a stronger genetic com-
ponent. Consistent with a genetic theory of ADHD, second-degree relatives
(such as cousins) are at increased risk for the disorder but their risk is lower
than that seen in first-degree relatives.

Family studies have provided evidence for the genetic heterogeneity of
ADHD. Studies that systematically assess other psychiatric disorders sug-
gest that ADHD and major depression often occur together in families; that
ADHD children with conduct and/or bipolar disorders might be a distinct
familial subtype of ADHD; and that ADHD is familially independent from
anxiety disorders and learning disabilities. It may therefore be appropriate
to divide ADH children into those with and those without conduct and bipo-
lar disorders, thus forming more familially homogeneous subgroups. In con-
trast, major depression may be a nonspecific manifestation of different
ADHD subforms.

Several twin studies have provided evidence of genetic influence on
hyperactive and inattentive symptoms. An early study found the heritabil-
ity of hyperactivity to be 64 percent. A study of ADHD in twins who also
had reading disabilities reported the heritability of attention-related behav-
iors to be 98 percent. All twin studies considered together suggest that the
heritability of ADHD is about 70 percent, which makes it one of the most
heritable of psychiatric disorders.

Adoption studies also implicate genes in the etiology of ADHD. Two
early studies found that the adoptive relatives of hyperactive children were
less likely to be hyperactive or have associated conditions than the biologi-
cal relatives. Biological relatives of hyperactive children also performed more
poorly on standardized measures of attention than did adoptive relatives. A
study using the contemporary definition of ADHD found that biological,
not adoptive, relationships account for the transmission of ADHD.

The Molecular Genetics of ADHD
Molecular genetic studies have already implicated several genes as mediat-
ing the susceptibility to ADHD. Researchers have examined candidate genes
in dopamine pathways because animal models, theoretical considerations,
and the effectiveness of stimulant treatment implicate dopaminergic dys-
function in the pathophysiology of this disorder. Dopamine is a neural trans-
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mitter in the brain used in both movement control and pleasure/reward sys-
tems. In its simplest form, the dopamine hypothesis holds that excess clear-
ance of dopamine between neurons may contribute to ADHD.

Many studies have focused on the D4 dopamine receptor gene (DRD4)
which encodes a protein receptor that mediates the post-synaptic action of
dopamine. A meta-analysis of these studies showed a small but statistically
significant association, which could not be accounted for by any single study
or by publication biases. Although the nature of the mutations in DRD4
have not been conclusively described, a version of the gene known as the 7-
repeat allele has generated much interest because this allele causes a blunted
response to dopamine and has been implicated in novelty seeking, a per-
sonality trait of many ADHD patients.

Several authors have reported an association between ADHD and a par-
ticular allele of the dopamine transporter (DAT) gene. This finding has been
replicated by some, but not all studies. The link between the DAT gene and
ADHD is further supported by a study that relates this gene to poor
methylphenidate response in humans, a “knockout” mouse study showing
that its elimination leads to hyperactivity in mice, and two molecular neu-
roimaging studies that found elevated DAT density in the striatum of
ADHD adults.

Molecular genetics studies of ADHD have also targeted other genes that
are related to the dopamine system. Four studies have examined the 
Catechol-O-Methyltransferase (COMT) gene, whose protein product
breaks down dopamine and norepinephrine. Although one study found
ADHD was associated with the high-activity form of COMT, three others
could not replicate the finding. Other candidate genes that show promising
results for ADHD are the D5 dopamine receptor gene and the serotonin

Attention Deficit Hyperactivity Disorder

41

 = dopamine

 = D4 dopamine receptor

 = dopamine transporter

CH2 – CH2 – NH2

dopamine

pre-synaptic
neuron

post-synaptic
neuronsynapse

glial cell

HO

HO

Dopamine is a
neurotransmitter in the
brain and is used in
neural pathways involved
in both movement control
and pleasure/reward
systems. Dopamine
released by one neuron
crosses the synapse to
stimulate the adjacent
neuron. It is broken down
by glial cells.

striatum part of the
midbrain



1B receptor. This latter finding is intriguing because, although serotoner-
gic medicines do not help ADHD symptoms, these systems have been impli-
cated in animal models of the disorder. SEE ALSO Behavior; Disease,
Genetics of; Psychiatric Disorders; Twins.

Stephen V. Faraone
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Attorney
Attorneys involved with genetics include criminal prosecutors (district attor-
neys), public defenders, environmental lawyers, family lawyers, and patent
attorneys. Genetics is relevant in the areas of identification of suspects and
victims, identification of illegal goods (for example, items that involve the
killing of endangered animals), environmental monitoring for harmful
microorganisms, parentage determinations, and the patenting of genetic
materials.

While all of these different types of lawyers may need to be somewhat
familiar with the fundamentals of genetics, attorneys who work on gene
patents must be very familiar with both genetics and biochemistry, as well
as with patent law. The majority of these patent attorneys specialize in
biotechnology. Most biotechnology patent attorneys have advanced degrees,
with many having Ph.D.s in genetics, microbiology, molecular biology, bio-
chemistry, or related fields. In addition to having a strong science back-
ground, patent attorneys must be licensed to practice law in at least one
state, and must pass a registration examination administered by the U.S.
Patent and Trademark Office (USPTO).

Patent agents, as well as patent attorneys, can represent inventors before
the USPTO. Patent agents have strong science backgrounds and must pass
the USPTO registration examination, but are not licensed to practice law
in any state. In addition to having very strong science backgrounds and the
ability to work closely with inventors, patent attorneys and agents must enjoy
reading complex scientific literature and be proficient at scientific writing.
A large portion of the job involves writing scientific documents in the form
of patent applications. Thus, people who enjoy reading and writing about
scientific topics are well suited to the profession.

Patent attorneys and agents typically work in law firms, private compa-
nies, the U.S. Patent and Trademark Office (patent examiners), or in the
technology transfer offices of universities and public institutions such as hos-
pitals and research facilities, although some work out of their homes as solo
practitioners. Patent attorneys and agents often know about ground break-
ing developments long before the public or others in their fields. This makes
the career very interesting, exciting, and enjoyable. However, because of

Attorney

42



client confidentiality, patent attorneys and agents are required to keep these
developments secret until the information is made public by the client or a
patent is issued.

While some patent attorneys only draft patent applications and work
with patent examiners, others work as litigators, patent law experts, law
school professors, or trademark lawyers. For complicated cases, patent attor-
neys with an education in genetics are very helpful in explaining the tech-
nology to the judge or jury. Although most patent attorneys work on patent
cases in courts, their expertise may also be called upon in criminal cases,
when assistance is needed to analyze and explain complex sciences such as
genetics and molecular biology.

Salaries differ widely among patent attorneys and agents who work in
law firms, companies, and at universities. As of 2000, new Ph.D.-level patent
attorneys could expect to earn at least $100,000 per year, while new Ph.D.-
level patent agents could expect to earn at least $75,000 per year. However,
some patent attorneys could earn well over $500,000 per year. SEE ALSO

Legal Issues; Patenting Genes.

Kamrin T. MacKnight
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Automated Sequencer
The process of determining the order of nucleotides (A, C, G, and T) along
a DNA strand is called DNA sequencing. Knowing the nucleotide sequence
of a gene or region of DNA is important in studying relatedness between
species and between individuals and for a better understanding of how genes
function. Several techniques have been developed for “reading” the sequence
of any particular DNA segment. One of these techniques was developed by
Fred Sanger in 1977 and is called the chain termination method (or Sanger
method). The essence of the technique is the creation of a set of DNA frag-
ments that match the chain to be sequenced. Each fragment is one nucleotide
longer than the last. By determining the identity of the final nucleotide in
each fragment, the sequence of the whole chain can be determined.

The chain termination method makes use of special forms of the four
nucleotides that, when incorporated at the end of a growing chain during
DNA synthesis, stop (terminate) further chain growth. In four separate reac-
tions, each containing a different terminator base (called a dideoxynu-
cleotide), a collection of single-stranded fragments is made. These fragments
all differ in length and all end in the dideoxynucleotide added to the par-
ticular reaction. Gel electrophoresis is then used to separate the fragments
according to their length. By knowing which terminator base is associated
with which fragment on the gel, the base sequence can be constructed.

The Need for Automated Sequencing
When chain termination sequencing is performed manually, each of four
reaction tubes contains a different type of terminator base as well as a
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radioactive nucleotide for labeling the DNA fragments as they are made.
Each of the four reactions is electrophoresed in a separate lane of a gel, and
X-ray film is used to detect the fragments. Using this technique, a dedicated
and skilled technician can determine the sequence of as many as 5,000 bases
in a week. Demand for the ability to read more sequence in a shorter amount
of time, however, led to the development of instruments that could, with
the aid of computers, automate the DNA sequencing process.

The first step toward this goal was achieved in 1985, when Leroy Hood
at the California Institute of Technology attached fluorescent dyes to the
primer used in the sequencing reactions; each different color dye (blue,
green, yellow, and red) was matched with a different terminator base. He
and Michael Hunkapiller from Applied Biosystems, Inc. (ABI) built an
instrument, dubbed the ABI Model 370, to read the sequence of the dye-
labeled fragments. It was equipped with an argon ion laser for exciting the
dyes, a flat gel laid between two glass plates (referred to as a “slab” gel) capa-
ble of sixteen-lane electrophoresis, and a Hewlett-Packard Vectra computer
boasting 640 megabytes of memory for data analysis.

Using fluorescent dyes, all four sequencing reactions could now be
loaded into a single gel lane. As the fragments electrophoresed, the beam
of the laser focused at the bottom of the gel made the dye-labeled fragments
glow as they passed. The color of each dye-labeled fragment was then inter-
preted by the computer as a specific base (A if green, C if blue, G if yellow,
and T if red). Over 350 bases could be read per lane. With this new auto-
mated approach, a technician could read more sequence in a day than could
be read manually in an entire week.

Refinements in Automation
Shortly after ABI placed its automated DNA sequencer on the market, the
Dupont company introduced its own model, the Genesis 2000. Dupont had
also developed a new method of labeling sequencing fragments: attaching
the fluorescent dyes to the terminator bases. With this innovation, four sep-
arate sequencing reactions were no longer required; the entire sequencing
reaction could be accomplished in a single tube. However, Dupont failed to
effectively compete in the automated sequencer market and sold the rights
to the dye terminator chemistry to ABI.

ABI continued to refine its automated sequencer. More powerful com-
puters, increased gel capacity (to 96 lanes), improvement of the optical sys-
tems, enhancement of the chemistry, and the introduction of more sensitive
fluorescent dyes increased the reading capacity of the instrument to over 550
bases per lane. The ABI PRISM Model 377 Automated Sequencer, intro-
duced in 1995, incorporated these changes and could read, at maximum
capacity, over 19,000 bases in a day. Even at this rate, however, the sequenc-
ing of entire genomes, as that of humans (3 billion bases in length), was still
not practical. Genome sequencing awaited several further innovations.

Working with the Model 377 Automated Sequencer, a laboratory tech-
nician had to pour the slab gels and mount them on the instrument. This
process alone was time-consuming and cumbersome. In addition, the tech-
nician had to add each sequencing reaction into each individual lane of the
gel prior to the run. The MegaBase, developed by Molecular Dynamics, and
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the ABI Model 3700 Automated Sequencer, developed by ABI, addressed
these limitations by using multiple capillaries, thin, hollow glass tubes filled
with a gel polymer.

The ABI PRISM Model 3700 Automated Sequencer, developed with
the Hitachi Corporation and having a price tag of $300,000, uses ninety-six
capillaries, each not much wider than a strand of human hair. The capillar-
ies are automatically cleaned and filled with fresh gel polymer between each
electrophoresis run. The instrument is also equipped with a robot arm that
automatically loads the sequencing reactions into the capillaries, greatly
decreasing the amount of human labor required for its operation. The Model
3700 Automated Sequencer can read over 400,000 bases in a day, a greater
than twenty-fold increase over the maximum capacity of the Model 377.
Beginning in September 1999 and using 300 of these instruments, the Cel-
era Corporation had sequenced the entire human genome five times over
within four months. SEE ALSO Cycle Sequencing; Gel Electrophoresis;
Nucleotide; Sanger, Fred; Sequencing DNA.

Frank H. Stephenson and Maria Cristina Abilock
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Balanced Polymorphism
Balanced polymorphism is a situation in which two different versions of a
gene are maintained in a population of organisms because individuals car-
rying both versions are better able to survive than those who have two copies
of either version alone. The evolutionary process that maintains the two
versions over time is called balancing selection.

Genes are carried on chromosomes. Different versions of a gene are
called alleles. The standard allele found in a population is referred to as the
wild-type allele. Most plants and animals have at least two copies of each
chromosome, one inherited from each parent. The copies of the genes found
on these homologous chromosomes may be identical or different; that is,
the organism may carry two copies of one allele, or one each of two differ-
ent alleles. In the first case, the organism is called homozygous for that gene,
and, in the second, it is called heterozygous.

Alleles differ from each other in their sequence of nucleotides, which
may change the structure and function of the protein the gene codes for.
Because of this, different alleles may have different effects on an organism’s
appearance or ability to survive. These effects can be helpful, harmful, or
neutral.

An example of balanced polymorphism can be illustrated with the set of
enzymes in the liver that act like an assembly line (or, more accurately, a
disassembly line) to detoxify poisons and other chemicals. Different alleles
for these enzymes can affect how well an organism can protect itself from
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exposure to harmful chemicals. An especially active form of a detoxifying
enzyme, which is encoded by a specific allele, can cause accumulation of
potentially harmful intermediates. If the other allele encodes an enzyme with
low activity, the potential for this enzyme to cause harm is lessened, and the
benefits of its activity will be felt by the organism. If an individual has two
copies of the very active allele or two copies of the low-activity allele, it may
not survive well. In the first case, too much enzyme activity will result in
high levels of the harmful intermediate, and in the second case, too little
enzyme activity will be present for detoxification. Therefore, the best situ-
ation for the organism is to have one copy of each allele. Because of this,
both copies are maintained in the population.

The effects of alleles and whether they are maintained in a population
can be influenced by the environment. A classic case of balanced polymor-
phism in humans that is influenced by the environment is the sickle-cell
allele of the �-globin gene. This gene forms part of hemoglobin, which car-
ries oxygen in red blood cells.

Individuals who have two copies of the �-globin sickle-cell allele develop
sickle-cell disease and generally do not survive into adulthood without inten-
sive medical care. Individuals with one copy of the �-globin sickle-cell allele
and one �-globin wild-type allele have red blood cells that are functional
and resistant to the organism that causes malaria. Because individuals with
this combination of alleles tend to survive malaria better than those who
carry only the wild-type allele, the combination is advantageous to those
who live in areas where malaria is present. This is called “heterozygote
advantage.” As a result, the beta-globin sickle-cell allele will be maintained
along with the wild-type allele in populations exposed to malaria—an exam-
ple of balancing selection. SEE ALSO Alzheimer’s Disease; Hemoglo-
binopathies; Heterozygote Advantage; Population Genetics.

R. John Nelson
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Behavior
What is behavior? A dictionary definition reveals that behavior consists of
our activities and actions, especially actions toward one another. As such
definitions suggest, many behavioral terms have meaning only in social com-
parisons: We identify others as contentious, courteous, or conscientious only
by their actions in social contexts. A long-standing question in science and
in everyday affairs inquires about the causes of individual differences in
behavior: Why are some people gregarious extroverts and others timid, shy
introverts?

Behavior genetics is a hybrid area of science, at the intersection of
human genetics and psychology. Its focus is on how genes and environments
contribute to differences in behavior. It is a young discipline. A book that
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gave the field its name was published in 1960, and a decade later the Behav-
ior Genetics Association was founded. For a time, most behavior genetics
research was an effort to show that the term was not itself an oxymoron—
that variations in genes do contribute to individual differences in behavior.
Now, as a result of that research, the relevance and importance of genetic
variation to individual differences in behavior are widely accepted, and the
challenging task is to identify specific gene-behavior pathways. In this entry,
we will review the methods used to identify such pathways and then focus
on one set of behaviors, use and abuse of alcohol, as a model for the study
of genetic and environmental influences.

Twin and Adoption Studies
To determine whether variation in some dimension of behavior is heritable
(whether behavioral differences are, in some part, due to genetic differences
between people), human researchers use family, twin, and adoption designs.
The first step in determining whether a behavior is influenced by genes is
to establish that it aggregates or “runs” in families. Similarities in behav-
ioral characteristics among family members suggest that genes influence the
trait, but they cannot conclusively demonstrate genetic influence, because
family members share their experiences (i.e., their environments) as well as
their genes.

Twin and adoption studies allow one to tease apart the effects of genes
and environments. Twin studies compare the patterns of behavioral char-
acteristics between identical, or monozygotic (MZ), and fraternal, or dizy-
gotic (DZ), twins. MZ twins share 100 percent of their genetic information,
whereas DZ twins share, on average, one-half, just like non-twin siblings.
Thus, the presence of greater behavioral similarities between MZ twins than
DZ twins suggests that genetic factors contribute to those behaviors.
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Adoption studies compare whether an adopted child is more similar
behaviorally to the child’s adoptive parents (with whom environments, but
not genes, are shared) or to the child’s biological parents (with whom genes,
but not environments, are shared). Twin and adoption techniques have been
used to demonstrate that nearly all behavior is under some degree of genetic
influence, and, in the context of the Human Genome Project, behavior
genetics has attracted great interest and some controversy.

Complex Genetics
New techniques allow behavior geneticists to ask not just whether a behav-
ior is under genetic influence, but also what specific genes are involved. To
identify genes involved in behavior, investigators use genetic markers—
stretches of DNA that differ among individuals. One can either use genetic
markers that are evenly spaced on all chromosomes, to search for genes
influencing the behavior that are located anywhere in the genome (called
genomic screening), or one can test markers at a specific gene believed to
be, on theoretical grounds, involved in the behavior (called the candidate
gene approach).

The idea behind these analyses is that if a particular gene is involved in
the behavior, then people who are more alike with respect to the behavior
will be more likely to share the same stretch of DNA that is at or near the
gene. The difficulty in searching for genes involved in behavior is that there
is no one-to-one correspondence between carrying a particular gene and
exhibiting a particular behavior. There are no genes for behavior; there are
only genes that influence behavior. Any particular behavior is a complex trait
that involves more than one gene and is influenced by the environment as
well.

For example, having a particular gene may make a person more likely to
have problems with alcohol, but it does not determine whether or not the
person will be an alcoholic. Some individuals will carry genes predisposing
them to alcohol abuse but will never exhibit any problems, because they
choose to abstain from alcohol. Other individuals will exhibit obvious alco-
hol problems, but will not carry the particular genes known to be involved.

This is because a large number of genes are risk-relevant for use and
abuse of alcohol, and each has only a very small effect. Different genes may
be acting in different individuals. And genes interact with each other and
with the environment. Thus, individual outcomes result from a complex and
ill-understood mixture of both genetic and environmental risk factors. That
very complexity creates the diverse nature of human behavior. Indeed, it is
what makes us uniquely human, but it also makes finding genes involved in
human behavior extraordinarily difficult.

Animal Models
Because of this complexity, some investigators use animal models to com-
plement human studies. Like humans, mice and rats differ in a variety of
behavioral characteristics, including levels of alcohol use and tolerance or
sensitivity to its effects. Animal studies allow breeding strategies that can-
not be performed in humans. One approach that is commonly used in
animal studies takes advantage of natural variation in behavior. Different
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strains of mice differ not only in coat color but also in preference for
alcohol.

Under one of the most commonly used breeding strategies, animals from
each of the behaviorally different mouse lines are allowed to mate with each
other. Assuming the parents from each strain have different versions of genes
contributing to alcohol use, subsequent generations of offspring will have
different combinations of the genes contributing to the alcohol use and will
display wide variation in their alcohol use. Such samples can be used to per-
form genetic studies searching for genes involved in the behavior, much like
those described in humans: Animals more alike in their drinking behavior
should be more likely to have inherited common stretches of DNA involved
in the behavior.

One advantage of using animals is that the factors contributing to alco-
hol use in mice and rats are thought to be much simpler than the processes
contributing to abuse in humans. Another is that animals’ experience with
alcohol can be experimentally controlled. Other strategies that are used in
animals include inducing mutations or “knocking out” particular genes and
studying the resultant aberrant behavior. If altering a particular gene con-
sistently causes an alteration in a given behavior, the gene is likely involved
in that behavior.

Alcoholism in Humans
The techniques available for human research are more limited, and many
questions remain. Although behavior geneticists now possess the techniques
to identify genetic influence and to begin to identify specific genes, ques-
tions remain regarding which behaviors, actions, and activities of people are
the best candidates for behavior-genetic study.

Again, alcohol use and abuse provide an illustration. Alcoholism is a
major social and medical problem in the United States and in most of the
world. It is estimated that 10 percent of men and 4 percent of women in
the United States experience alcohol dependency, at a cost of billions of dol-
lars and 100,000 lives annually. Because use of alcohol is typically part of
social interactions, familial (and possibly genetic) factors would be expected
to contribute to variation in drinking.

But where shall we begin its study? Perhaps with diagnosed alcoholism?
Most adults in our society use alcohol, yet only a fraction of them ever expe-
rience clinical symptoms of alcoholism. Perhaps we should begin much ear-
lier, studying the decision to begin drinking? Obviously, one cannot become
alcoholic without initiating drinking and then drinking large quantities reg-
ularly and with high frequency. Or perhaps much earlier yet, for behavioral
predictors of alcoholism can be identified years before alcohol is first con-
sumed.

Such predictors are apparent in early childhood, in behaviors evident to
the children’s parents, teachers, and peers. Long-term (i.e., longitudinal)
studies conducted in several countries suggest that, as early as kindergarten
and elementary school, behavioral ratings made by parents, teachers, or
classmates distinguish children who are more likely to abuse alcohol later,
in adolescence and early adulthood. Children who were impulsive,
exploratory, excitable, curious, and distractible—and those who were less
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cautious, less fearful, less shy, and less inhibited—have a much greater risk
of adult alcoholism than do children without those characteristics.

Twin studies have demonstrated that additive genetic variance, as well
as familial-environmental influences, significantly contributes to the child-
hood behaviors that play a central role in the development of alcoholism
risk. So, to understand the development of alcoholism, one must appreciate
the complex developmental influences that affect children years before they
first consume alcohol. Those influences reflect the interactions of disposi-
tional differences in children’s behavior with variations in their familial,
social, and school environments.

Twin Studies of Alcoholism
That risk-related behaviors are evident early in life, remain stable into ado-
lescence, and are associated with a family history of alcoholism suggests that
those behaviors are, at least in part, of genetic origin. To establish that,
researchers must use genetically informative study designs.

One approach is to study child or adolescent twins and their parents.
Several such studies, which specifically assess the initiation of alcohol use
and the transition to alcohol abuse, are being conducted throughout the
world. We illustrate with two ongoing studies from Finland.

One, “FinnTwin12,” is a study of approximately 2,800 twin pairs and
their parents. The twins represent all pairs from five consecutive twin-birth
cohorts (1983–1987) who were entered into the study as they reached age
twelve (1995–1999), when behavioral ratings by teachers and parents were
obtained on all participating pairs.

The ratings include multidimensional scales (i.e., scales that rate vari-
ous characteristics) of behaviors associated with increased alcoholism risk.
Two years later, at age fourteen, the twins were followed up, and, while
most reported abstinence, about one-third were then using alcohol.

What predicts drinking or abstaining at age fourteen? Genetic factors
played a role only among twin sisters, perhaps reflecting their more accel-
erated pubertal maturation, and environmental effects shared by twin sib-
lings accounted for most of the variation in drinking or abstaining at this
age. Differences that twins attributed to their home environments (e.g., in
parental monitoring, support, and understanding) and differences in teach-
ers’ ratings of twins’ behavior at age twelve (in problem behaviors of aggres-
siveness, impulsivity, and inattention) differentiated those who were drinking
from those still abstaining at fourteen.

But once drinking is initiated, genetic effects become evident in indi-
vidual differences in frequency and quantity of consumption and in behav-
ioral problems that then result. “FinnTwin16,” another study of five
consecutive, complete birth cohorts of Finnish twins, illustrates. These twins
were first studied as they reached age 16, with follow-up twelve and thirty
months later, at ages 17 and 181/2. At age 16, about 25 percent had remained
abstinent.

Of 2,810 twin pairs, both twins in 459 pairs (16.3%) were abstaining,
co-twins in 1,964 pairs (69.9%) had concordantly begun drinking by age
sixteen, and only 387 pairs were discordant, with one twin drinking and the
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other abstaining. Concordance is the co-occurrence of the behavior in the
twin pair (e.g., both drinking or both not drinking). Overall concordance
exceeded 85 percent, regardless of the twins’ gender or zygosity.

There was extremely high familial aggregation for alcohol use or absti-
nence at age sixteen, additional evidence that genes play little role in absti-
nence or initiation. But thirty months later, individual abstinence had
dropped to 10 percent, concordance among twin pairs had declined consid-
erably, and genetic factors increasingly influenced the frequency and quan-
tity of an adolescent’s alcohol consumption. MZ twins were significantly more
similar in drinking frequency than were DZ twins. The influence of genetic
factors increases over time, with increasing experience with alcohol, and the
differences between MZ and DZ twins becomes greater at each follow-up.

Regional residency moderates parental and sibling influences on ado-
lescent drinking. Where abstinence is relatively rare, as in the large cities
of Finland, siblings have greater effects on one another. Conversely, the
protective effect of parental abstinence on that of their adolescent twin chil-
dren was more evident in sparsely populated rural areas of the country, where
abstinence was more prevalent. And, most interestingly, genetic factors
exerted a larger role in urban settings than in rural settings from age 16
through the follow-up at age 181/2. Common environmental factors assumed
greater importance in rural settings.

Such results suggest that environments moderate the impact of genetic
effects across many dimensions of behavior. But what aspects of the envi-
ronment matter? In an analysis of results at age 181/2, we demonstrated that
specific characteristics of rural and urban environments moderate the effects
of genes on drinking behavior. In areas with proportionately more young
adults, genetic effects were nearly five times more evident than in commu-
nities with relatively few young adults. Thus, dramatic differences in the
magnitude of genetic effects can be demonstrated across communities at
environmental extremes of specific risk-relevant characteristics.

Complex Behaviors, Complex Causes
Thus, for use and abuse of alcohol, we know that the importance of genetic
and environmental effects changes with sequencing in the use and abuse of
alcohol, from abstinence or initiation to frequency of regular consumption,
to problems associated with consumption, and ultimately, to diagnosed alco-
holism and end-organ damage from the cumulative effects of alcohol. Sim-
ilar stories could be told for many other behaviors of interest. Thus, for the
major psychopathologies, from depression and schizophrenia in adults to
attention deficit disorder in children or eating disorders in adolescents,
genetic influences are invariably part of the story but never the whole story.

Genetic effects are always probabilistic and not deterministic. And the
action of genes on behavioral outcomes is likely to be indirect. So we con-
clude with the same message with which we began: There are no genes for
behavior, but behavioral development always represents an exquisite inter-
play between genes and environments. Gene-behavior correlations are mod-
est and nonspecific; they alter risk but rarely determine outcome. Genes
represent dispositions, not destinies.

Richard J. Rose and Danielle M. Dick
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Bioinformatics
Bioinformatics is the use of mathematical, statistical and computer methods
to analyze biological, biochemical, and biophysical data. Because bioinfor-
matics is a young, rapidly evolving field, however, it also has a number of
other credible definitions. It can also be defined as the science and tech-
nology of learning, managing, and processing biological information. Bioin-
formatics is often focused on obtaining biologically oriented data, organizing
this information into databases, developing methods to get useful informa-
tion from such databases, and devising methods to integrate related data
from disparate sources. The computer databases and algorithms are devel-
oped to speed up and enhance biological research.

Bioinformatics can help answer such questions as whether a newly ana-
lyzed gene is similar to any previously known gene, whether a protein’s
sequence can suggest how the protein functions, and whether the genes turned
on in a cancer cell are different from those turned on in a healthy cell.

Databases and Analysis Programs
A good deal of the early work in bioinformatics focused on processing and
analyzing gene and protein sequences catalogued in databases such as Gen-
Bank, EMBL, and SWISS-PROT. Such databases were developed in acad-
emia or by government-sponsored groups and served as repositories where
scientists could store and share their sequence data with other researchers.
With the start of the Human Genome Project in 1990, efforts in bioinfor-
matics intensified, rising to the challenge of handling the large amounts of
DNA sequence data being generated at an unprecedented rate. By the mid-
to late-1990s, much of the efforts in bioinformatics centered around genomic
data, generated by the Human Genome Project and by private companies,
and around proteomic data.

Early analysis of sequence information focused on looking for similari-
ties between genes and between proteins. Algorithms were developed to help
researchers rapidly identify similar gene or protein sequences. Such tools
were extremely useful for determining whether a newly sequenced piece of
DNA was at all similar to sequences already entered in a database. To deter-
mine how multiple sequences align and to view their similarities, multiple-
alignment programs were developed. Such programs helped scientists com-
pare the sequences of closely related genes or compare the sequence of a
particular gene or protein as it appears in several species.

To better understand the functional roles of new nucleotide and amino
acid sequences, researchers developed algorithms to look for particular
sequence “domains.” Domains are regions where a particular sequence of
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nucleotides or amino acids is indicative of function in the protein. For exam-
ple, a protein may have a domain that binds to ATP or GTP, two impor-
tant protein regulators.

In addition, these algorithms can detect sequences that denote a region
involved in particular types of post-translational modifications, such as tyro-
sine phosphorylation. Tools such as prosite, blocks, prints, and Pfam can
be used to detect and predict such protein domains in sequence data.

Structure is central to protein function, and another set of tools, includ-
ing SWISS-MODEL, allows researchers to use gene and protein sequence
data to predict a protein’s three-dimensional structure. Such tools can help
predict how mutations in a gene sequence could alter the three-dimensional
structure of the corresponding protein. They accomplish such molecular
modeling by comparing a novel sequence to the sequences of genes whose
protein structures are known.

The majority of tools were developed as academic freeware distributed
on the Internet. In the early- to mid-1990s, commercial companies began to
develop their own proprietary algorithms and tools, as well as their own pro-
prietary databases. Those databases were then marketed to pharmaceutical
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and biotech companies as well as to academic research groups. The most com-
mercially viable and profitable businesses focused on the production and sale
of proprietary DNA- and gene-sequence databases in the mid- to late-1990s.
These databases primarily contained genetic information that were not in the
public domain databases, such as GenBank, and they thus offered potential
competitive advantages to the drug discovery groups of large pharmaceutical
and biotech companies.

Applications of Bioinformatics to Drug Discovery
The application of bioinformatics to genomics data could be a huge poten-
tial boon for the discovery of new drugs. During the 1990s many pharma-
ceutical companies and biotech companies became convinced that they could
speed up their drug-discovery pipelines by taking advantage of the data from
the Human Genome Project as well as by funding their own internal genomics
programs and by collaborating with third-party genomics companies.

The goal in such practical applications is to use such data as DNA
sequence information and gene expression levels to help discover new drug
targets. The vast majority of drugs target proteins, but there are a handful
of drugs, such as some chemotherapeutic agents, that bind to DNA. In
cases where the target is a protein, the drugs themselves are primarily small
chemical molecules or, in some cases, small proteins, such as hormones, that
bind to a larger protein in the body. Some drugs are therapeutic proteins
delivered to the site of the disease.

The extent to which genomics will actually be able to help identify val-
idated drug targets is uncertain. Genomics and bioinformatics are still young
areas, and the drug development cycle can take up to ten years. As of 2001
relatively few of the drugs on the market or in the late stages of clinical tri-
als were discovered via genomics or bioinformatics programs.

Specialists
Bioinformatics is applied to at least five major types of activities: data acqui-
sition, database development, data analysis, data integration, and analysis of
integrated data.

Data Acquisition. Data acquisition is primarily concerned with accessing and
storing data generated directly off of laboratory instruments. Many of these
instruments are either automated or semi-automated high-throughput
instruments that generate large volumes of data. The Human Genome Pro-
ject utilized hundreds of DNA sequencers, producing enormous amounts of
data. The data had to be captured in the appropriate format, and it had to be
capable of being linked to all the information related to the DNA samples,
such as the species, tissue type, and quality parameters used in the experi-
ments. This area of bioinformatics primarily relates to the use of “laboratory
information management systems,” which are the computer systems used to
manage the information needs of a particular laboratory.

Database Development. Many laboratories generate large volumes of such
data as DNA sequences, gene expression information, three-dimensional
molecular structure, and high-throughput screening. Consequently, they
must develop effective databases for storing and quickly accessing data. For
each type of data, it is likely that a different database organization must be
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used. A database must be designed to allow efficient storage, search, and
analysis of the data it contains. Designing a high-quality database is com-
plicated by the fact that there are several formats for many types of data and
a wide variety of ways in which scientists may want to use the data. Many
of these databases are best built using a relational database architecture, often
based on Oracle or Sybase.

A strong background in relational databases is a fundamental require-
ment for working in database development. Having some background in the
molecular biology techniques used to generate the data is also important.
Most critical for the bioinformatics specialist is to have a strong working
relationship with the researchers who will be using the database and the
ability to understand and interpret their needs into functional database capa-
bilities.

Data Analysis. Being able to analyze data efficiently requires having a good
database design, allowing researchers to query the database effectively and
letting them quickly obtain the types of information they need to begin their
data analysis. If queries cannot be performed, or if performance is tediously
slow, the whole system breaks down, since scientists will not be inclined to
use the database. Once data is obtained from the database, the user must be
able to easily transform it into the format appropriate for the desired analy-
sis tools.

This can be challenging, since researchers often use a combination of pub-
licly available tools, tools developed in-house, and third-party commercial
tools. Each tool may have different input and output formats. Starting in the
late 1990s, there have been both commercial and in-house efforts at phar-
maceutical and biotech companies to reduce the formatting complexities. 
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Such simplification efforts focus on building analysis systems with a number
of tools integrated within them such that the transfer of data between tools
appears seamless to the end user.

Bioinformatics analysts have a broad range of opportunities. They may
write specific algorithms to analyze data, or they may be expert users of
analysis tools, helping scientists understand how the tools analyze the data
and how to interpret results. A knowledge of various programming lan-
guages, such as Java, PERL, C, C��, and Visual Basic, is very useful, if not
required, for those working in this area.

Data Integration. Once information has been analyzed, a researcher often
needs to associate or integrate it with related data from other databases. For
example, a scientist may run a series of gene expression analysis experiments
and observe that a particular set of 100 genes is more highly expressed in
cancerous lung tissue than in normal lung tissue. The scientist might won-
der which of the genes is most likely to be truly related to the disease. To
answer the question, the researcher might try to find out more information
about those 100 genes, including any associated gene sequence, protein,
enzyme, disease, metabolic pathways, or signal transduction pathway data.

Such information will help the researcher narrow the list down to a
smaller set of genes. Finding this information, however, requires connec-
tions or links between the different databases and a good way to present and
store the information. An understanding of database architectures and the
relationship between the various biological concepts in the databases is key
to doing effective data integration.

Analysis of Integrated Data. Once various types of data are integrated,
users need a good way to present these various pieces of data so they can
be interpreted and analyzed. The information should be capable of being
stored and retrieved so that, over time, various pieces of information can be
combined to form a “knowledge base” that can be extended as more exper-
iments are run and additional data are integrated from other sources. This
type of work requires skills related to database design and architecture. It
also requires specific programming skills in various computer languages, as
well as expertise in developing interfaces between a computer and its user.
SEE ALSO Combinatorial Chemistry; Computational Biologist; Evolu-
tion of Genes; Genomics; Genomics Industry; High-Throughput
Screening; Human Genome Project; Pharmacogenetics and Pharma-
cogenomics; Proteins; Proteomics; Sequencing DNA.

Anthony J. Recupero
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Biopesticides
Plants, growing in the wild or in cultivation, face numerous threats from
insects, bacteria, viruses, and fungi, as well as from other plants. Biopesti-
cides are inert substances or living organisms that can help protect plants
from such threats. Chemical pesticides can offer similar protection but, by
contrast, are neither alive nor made by living organisms.

Natural Chemical Defenses
A variety of chemicals produced by plants help ensure that parasites, preda-
tors, plant feeders, and herbivores seldom increase in number sufficiently
to destroy the plant populations they prey upon. Chemicals found in very
low concentrations in certain plants have been found to help keep locusts
from feeding on those plants, and some trees produce nearly 1,000 differ-
ent chemical compounds that help them resist herbivores and parasites.

Living Organisms Serving as Biopesticides
Plant predators are themselves subject to attack by predators, parasites, and
microbes, all of which can indirectly help protect a plant and therefore are
also considered biopesticides. An oak tree may have about 100 species of
insect herbivores feeding on it. In turn, there can be up to 1,000 species of
predators, parasites, and microbes feeding on the herbivores. The microbes,
parasites, and predators attacking the herbivore populations are considered
“biopesticides,” as are any protective chemicals produced by the tree.

Such living biopesticides play a vital role in agriculture and nature, help-
ing to control insect pests, plant pathogens, and weeds. Numerous organ-
isms, including viruses, fungi, protozoa, bacteria, and nematodes, as well
as insects, such as parasitic wasps, can attack pest insects and weeds. In some
cases, biologists search around the world to find natural organisms to help
control an insect, a plant pathogen, or weed populations.

The use of natural organisms as biopesticides is sometimes hampered
by the presence of chemical pesticides, which can threaten populations of a
pest insect’s natural enemies. Pest outbreaks that result from chemical pes-
ticides destroying a pest’s natural enemies are estimated to cost the United
States more than $500 million per year.

Genetically Modified Organisms as Biopesticide Producers
Since the 1980s, many crops have been genetically modified to produce
biopesticides that will help protect them from insects and pathogens (includ-
ing viruses). In 1998, 40 million hectares of engineered crops were planted
throughout the world (though 74% of the modified cropland is in the United
States). Globally, 20 percent of this area has been planted with herbicide-
tolerant crops, 8 percent with insect-resistant crops, and 0.3 percent with
insect- and herbicide-resistant crops.

Disease Resistance in Crops
More than 95 percent of all crops have some degree of pathogen resistance
bred into them, with resistance to fungi, bacteria, and viruses being most
common. Most of this resistance was either added by farmer selection or
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plant breeder selection, rather than through genetic engineering. It is
because of this natural resistance that has been bred into the crops that only
12 percent of the pesticides used in U.S. agriculture are fungicides.

Some viral resistance, however, has been bred into a number of crops
through insertion of viral genes into the plant chromosomes. These genes
may lead to the plant’s producing viral proteins—biopesticides of a sort—
that hamper a virus’s own actions. This pathogen-derived resistance has been
successfully used to protect Hawaii’s papaya crop from the devastating
papaya ringspot potyvirus. The viral gene was inserted into the papaya
genome using a “gene gun,” which shoots viral genes into papaya embryo
cells.

Insect-Resistant Crops
About 8 percent of land covered by genetically modified crops is planted
with insect-resistant crops. Although insect-resistant crops have not been
employed as widely as disease-resistant crops, there are some notable exam-
ples. These include Hessian fly resistance in wheat and European corn
borer resistance in corn. Resistance to corn borers has been provided by
using a naturally occurring toxin produced by Bacillus thuringiensis (BT).
This bacterium has traditionally been applied to corn and other crops.
Genetic engineering has allowed the toxin to be manufactured by the corn
plant itself.

The most serious problem with the use of BT toxin genes has been with
STARLINK corn. This variety of genetically modified corn was approved
for use only as animal feed, not as human food. STARLINK corn never-
theless found its way into the food-processing industry when farmers did
not keep their STARLINK corn separate from corn to be used as human
food. Some grain elevator operators as well did not keep the STARLINK
corn separated. The STARLINK mix-up cost the United States an esti-
mated $5 billion of processed food that had to be destroyed because of the
BT toxin restriction.

Plants that have been genetically modified to make BT toxin pro-
duce it in every cell. BT corn pollen may harm nontarget moths and but-
terflies, like Monarch butterflies. Milkweed leaves dusted with drifting
BT corn pollen are toxic to Monarch butterfly larvae, but some corn
does not naturally pollinate at the same time of the year as butterflies
are in their larval stage, so the effects may not be great. The full extent
to which natural populations of butterflies are affected by BT corn is not
known.

Herbicide-Resistant Crops
Some crops (e.g. corn) are being engineered to contain both herbicide tol-
erance and the BT toxin. Generally, the use of herbicide-tolerant crops will
likely increase the use of herbicides. This has the potential to increase envi-
ronmental pollution since it might increase the farmers’ reliance on chem-
icals rather than mechanical and other means of weed control. SEE ALSO

Agricultural Biotechnology; Genetically Modified Foods; Trans-
genic Plants.

David Pimentel
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Bioremediation
Bioremediation is the use of organisms to break down and thereby detoxify
dangerous chemicals in the environment. Plants and microorganisms are
used as bioremediators. The technology can take advantage of a natural
metabolic pathway or genetically modify an organism to have a particular
toxic “appetite.”

Natural Microbial Bioremediators
On March 24, 1989, an oil tanker called the Exxon Valdez crashed into a
reef in the Prince William Sound in Alaska, spilling 11 million gallons of
oil that devastated the highly populated ecosystem. Attempts to clean res-
cued animals and scrub oily rocks were of little help and actually killed some
organisms. Bioremediation was more successful. Ten weeks after the spill,
researchers from the U.S. Environmental Protection Agency applied phos-
phorus and nitrogen fertilizers to 750 oil-soaked sites. The fertilizer stim-
ulated the growth of natural populations of bacteria that metabolize
polycyclic aromatic hydrocarbons, which are organic toxins that were pre-
sent in the spilled oil. Over the next few years, ecologists monitored and
compared the areas that the bacteria had colonized to areas where they did
not grow, and found that the level of polycyclic aromatic hydrocarbons fell
five times faster in the bioremediated areas.

Another environmental disaster being treated with natural bioremedi-
ation is the pollution of the Hudson River in New York with polychlori-
nated biphenyls (PCBs). General Electric Corporation deposited these
compounds along a 40-mile stretch of the river between 1947 and 1977.
PCBs were used to manufacture hydraulic fluids, capacitors, pigments,
transformers, and electrical equipment. PCBs come in 209 different and
interconverting forms, and the toxicity of a particular PCB depends upon
the number of chlorine atoms it includes. Debate rages over whether it is
better to remove and bury the most contaminated sediments, or to allow
natural bacteria in the river to detoxify the PCBs.

The bioremediation of the Hudson River is occurring in three stages.
First, buried anaerobic bacteria strip off chlorines. In the water column,
aerobic bacteria cleave the two organic rings of the PCBs. Finally, other
microorganisms degrade the dechlorinated, broken rings into carbon diox-
ide, water, and chloride. While the process effectively detoxifies the PCBs,
it is a long-term process that can take up to two centuries.
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Natural Plant Bioremediators
For many millions of years, plants have adapted to the presence of various
metals in varying amounts in soils. Some metals, such as zinc, nickel, cobalt,
and copper, function as nutrients when eaten by humans in small amounts,
but are toxic when consumed in excess. Heavy metals that are toxic even in
trace amounts include mercury, lead, cadmium, silver, gold and chromium.
Human activities such as mining, municipal waste disposal, and manufac-
turing have increased heavy metal pollution to dangerous levels in some
areas. These chemicals cause oxidative damage, which destroys lipids, DNA,
and proteins.

Certain plants, called hyperaccumulators, cope with excess heavy met-
als in the environment by taking them in and sequestering them in vac-
uoles, which are bubble-like structures in their cells. Sometimes the plant
combines a pollutant with another molecule, a process called chelation.
Organic acids often serve this role. Citric acid, for example, surrounds and
thereby detoxifies cadmium, and malic acid does the same for zinc. A class
of polypeptides called phytochelatins can also bind metals and escort them
to vacuoles. Yet a third strategy that plants use to control metal accumu-
lation is to employ a class of small, metal-binding proteins called metal-
lothioneins. The intentional use of plants that use any of these ways to
take heavy metals from soil is termed phytoremediation. It is a form of
bioremediation.
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Natural phytoremediators can be amazing. Consider Sebertia acuminata, a
tree that lives in the tropical rain forest of New Caledonia, near Australia. Up
to 20 percent of the tree’s dry weight is nickel. If slashed, the bark oozes a
bright green. This plant can perhaps be used to clean up nickel-contaminated
soil. Soybeans also preferentially take up nickel from soil. Another phytore-
mediator is Astragalus, also know as locoweed. It accumulates selenium from
soil to counteract toxic effects of phosphorus, which tends to be abundant in
selenium-rich soils. Cattle that munch on locoweed stagger about from sele-
nium intoxication. Some plants act as sponges for metals in their environ-
ment. For example, plants that grow near gold mines assimilate gold into
their tissues, apparently without harm. Prospectors use the gold content of
such plants to locate deposits of the precious metal. Plants that grow near
highways take up lead from gasoline exhaust. Near nuclear test sites, plants
absorb radioactive strontium.

Genetically Modified Bioremediators
Biotechnology can transfer the ability to manufacture detoxifying proteins
from one type of organism to another. One organism that was so modified
has earned the distinction of being the first micro-organism to be patented.
Called the “oil eater,” the microorganism was actually a naturally occurring
bacterium that had been given four plasmids that were also naturally occur-
ring (plasmids are rings of DNA that can be transferred from one cell to
another). It was the combination of the four transferred plasmids in a sin-
gle bacterial cell that was novel and therefore patent-worthy. The four plas-
mids in the oil eater gave the bacterium the ability to degrade four
components of crude oil. It was invented by Ananda Chakrabarty at Gen-
eral Electric in 1980.

Today, transgenic technology creates designer bioremediators. A trans-
genic organism contains a gene from another type of organism in all of its
cells. The altered organism then manufactures the protein that the trans-
gene encodes. The technology works because all organisms use the same
genetic code. In other words, the same DNA and RNA triplets encode the
same amino acids in all species.
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Transgenic bioremediation can engineer microbial metabolic reactions
into plants whose root cells then produce the needed proteins and distrib-
ute them in the soil. For example, transgenic yellow poplar trees can thrive
in soil that has been heavily contaminated with mercury if they have been
given a bacterial gene that encodes the enzyme called mercuric reductase.
This enzyme catalyzes the chemical reaction that converts a highly toxic
form of mercury in soil to a less toxic gas. The leaves of the tree then emit
the gas to the atmosphere, where it dissipates.

Cleaning up munitions dumps is yet another target of transgenic plants,
with some interesting biological participants. In one approach, a bacterial
gene that breaks down trinitrotoluene (TNT, the major component of dyna-
mite and land mines) is linked to a jellyfish gene that makes the protein glow
green. The bacteria can be spread directly on soil that is thought to con-
tain weapons residues, or the genes can be transferred to various types of
plants, whose roots then glow when they are near buried explosives. In the
future, plants that have been genetically modified in several ways will be
able to detect a variety of pollutants or toxins. SEE ALSO Eubacteria; Trans-
genic Organisms: Ethical Issues.

Ricki Lewis
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Biotechnology
Biotechnology, broadly defined, refers to the manipulation of biology or a
biological product for some human end. Before recorded history, humans
grew selected plants for food and medicines. They bred animals for food,
for work, and as pets. The ancient Egyptians learned how to maintain
selected yeast cultures, which allowed them to bake and brew with pre-
dictable results. These are all examples of biotechnology. In more recent
times, however, the term “biotechnology” has mainly been applied to specif-
ically industrial processes that involve the use of biological systems. Today
many biotechnology companies use processes that make use of genetically
engineered microorganisms.

A Revolution in Biology
Following 1953, when Thomas Watson and Francis Crick published their
famous paper on the double helix structure of DNA, a series of independent
discoveries were made in chemistry, biochemistry, genetics, and microbiol-
ogy, which together brought about a revolution in biology and led to the first
experiments in genetic engineering in 1973. Because of this revolution, sci-
entists learned to modify living microorganisms in a permanent, predictable
way. Bacteria have been made to produce medical products, such as hormones,
vaccines, and blood factors, that were formerly not available or available only

Biotechnology

62

catalyzes aids in the
reaction of



at great expense or in limited amounts. Crop plants have been developed with
increased resistance to disease or insect pests, or with greater tolerance to frost
or drought. What has made all these things possible is the collection of bio-
chemical and molecular biological techniques for manipulating genes, which
are the basic units of biological inheritance. These are the techniques used in
genetic engineering or recombinant DNA technology.

The fusion of traditional industrial microbiology and genetic engineer-
ing in the late 1970s led to the development of the modern biotechnology
industry. Using recombinant DNA technology, this industry has brought a
long and steadily growing list of products into the marketplace. Human
insulin produced by genetically engineered bacteria was one of the first of
these products. It was followed by human growth hormone; an anti-viral
protein called interferon; the immune stimulant called interleukin 2; a tis-
sue plasminogen activator for dissolving blood clots; two blood-clotting fac-
tors, labeled VIII and IX, which are administered to hemophiliacs; and many
other products.

Vitamin C
The production of certain chemicals has already become an important
biotechnological industry. Vitamin C is a prime example. Humans, as well
as other primates, guinea pigs, the Indian fruit bat, several species of fish,
and a number of insects, all lack a key enzyme that is required to convert a
sugar, glucose, into vitamin C.

No single bacterial genus or species is known that will carry out all of
the reactions needed to synthesize vitamin C, but there are two (Erwinia
species and Corynebacterium genus) that, between them, can perform all but
one of the required steps. In 1985 a gene from one of these genus (Corynebac-
terium) was introduced into the second organism (Erwinia herbicola), result-
ing in a new bacterial form. This engineered organism can be used to
produce a precursor to vitamin C that is converted via one chemical reac-
tion into this essential vitamin. The engineering of many other microor-
ganisms is being used to replace complex chemical reactions. For example,
amino acids, needed for dietary supplements, are produced on a large scale
using genetically modified microorganisms, as are antibiotics.

Laundry Detergents
Another important class of compounds produced by biotechnology is
enzymes. These protein catalysts are used widely in both medical and indus-
trial research. Proteases, enzymes that break down proteins, are particularly
important in detergents, in tanning hides, in food processing, and in the
chemical industry. One of the most significant commercial enzymes of this
type is subtilisin, which is produced by a bacterium. Because many stains con-
tain proteins, the manufacturers of laundry detergents include subtilisin in
their product. Subtilisin is 274 amino acids long, and one of these, the methio-
nine at position 222, lies right beside the active site of the enzyme. This is
the site on the enzyme’s surface where the substrate is bound, and where the
reaction that is catalyzed by the enzyme takes place. In this instance the sub-
strate is a protein in a stain, and the reaction results in the breaking of a pep-
tide bond in the backbone of the protein. Unfortunately, methionine is an
amino acid that is very easily oxidized, and laundry detergents are often used
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in conjunction with bleach, which is a strong oxidizing agent. When used
with bleach, the methionine in subtilisin is oxidized and the enzyme is inac-
tivated, preventing the subtilisin from doing its work of breaking down the
proteins present in food stains, blood stains, and the like.

To overcome this problem, genetic engineering techniques were used
to isolate the gene for subtilisin, and the small part of the gene that codes
for methionine 222 was replaced by chemically synthesized DNA frag-
ments that coded for other amino acids. The experiment was done in such
a way that nineteen new subtilisin genes were produced, and every pos-
sible amino acid was tried at position 222. Some of the altered genes gave
rise to inactive versions of the enzyme, but others resulted in fully func-
tional subtilisin. When these subtilisins were tested for their resistance
to oxidation, most were found to be very good (except when cysteine
replaced methionine: It too is easily oxidized). So now it is possible to
use laundry detergent and bleach at the same time and still remove pro-
tein-based stains. This type of gene manipulation, which has been called
“protein engineering,” has already been used for making beneficial
changes in other industrial enzymes, and in proteins used for medical pur-
poses.

Other Examples
Biotechnology companies are continuing to produce new products at an
impressive rate. Numerous clinical testing procedures for human disorders
such as AIDS and hepatitis and for disease-causing organisms such as those
responsible for malaria and Legionnaires’ disease (a lung infection caused
by the bacterium Legionella pneumophila), are based on diagnostic testing kits
that have been developed by biotechnology companies. Many of these assays
make use of recombinant antibodies, while others rely on DNA primers
that are used in the polymerase chain reaction to detect DNA sequences
present in an infecting organism, but not in the human genome.

Trangenic plants are now grown on millions of acres. Many of these
plant species have been engineered to produce a protein, normally synthe-
sized by the bacterium Bacillus thuringiensis, which is toxic to a number of
agriculturally destructive insect pests but harmless to humans, most other
non-insect animals, and many beneficial insects such as bees.

Ethical Issues
Like all industries, the biotechnology industry is subject to rules and reg-
ulations. Legal, social, and ethical concerns have been raised by the abil-
ity to genetically alter organisms. These have resulted in the establishment
of governmental guidelines for the performance of biotechnology research,
and specific requirements have been set to control the introduction of
recombinant DNA products into the marketplace. General governmental
guidelines for biotech research are published on the Internet at http://www
.aphis.usda.gov/biotech/OECD/usregs.htm. Guidelines for plant genetic
engineering and biotechnology are available at http://sbc.ucdavis.edu/
Outreach/resource/US_gov.htm. SEE ALSO Agricultural Biotechnol-
ogy; Biotechnology and Genetic Engineering, History of; Cloning
Genes; Cloning Organisms; Gene Therapy; Genetic Testing; Geneti-
cally Modified Foods; Hemophilia; Polymerase Chain Reaction;
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Recombinant DNA; Transgenic Animals; Transgenic Microorganisms;
Transgenic Plants.

Dennis N. Luck
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Biotechnology Entrepreneur
The biotechnology entrepreneur often starts with a technical background,
most commonly including scientific laboratory research. It is quite com-
mon for scientists who have spent a number of years in an academic envi-
ronment to start a new company based on a technology platform or a novel
discovery they made during their tenure at a university or research insti-
tute. Alternatively, a scientist or a group of scientists from a rather large
company may decide to leave and start their own venture based on some
of the research and development work they had either performed or thought
about doing for their previous employer. This type of business may or may
not be a spin-off from the parent company. In some cases, a businessper-
son or two may join the scientists in the start-up of the new company. A
less frequent but still relatively common phenomenon is the start-up of a
new venture by someone with a stronger background in business than in
science. All of these individuals may receive financial support from venture
capitalists, people who provide funding for new businesses in return for a
share in future profits.

Whatever the background of the entrepreneur, there are a few key ini-
tial elements that are critical to achieving success. First and foremost is fund-
ing. There are a number of ways to secure funding, including small business
research grants from the government, personal funds and loans, private
“angel” investors, and venture capitalists. Entrepreneurs must become pro-
ficient at marketing themselves, their ideas, and their company in order to
raise capital for the business. Equally important is having an attractive and
viable business plan and business model, preferably based upon a novel tech-
nology or combination of technologies that has or can develop a strong
patent position. It is also extremely important to have a good understand-
ing of the market that will be served by the new business. Excellent com-
munication skills are also crucial, as is the ability to recognize and recruit
talented individuals, to hire them in the right order and place them in the
positions that will best help the young company to focus, execute its plans,
and grow.

A common mistake of the technically oriented entrepreneur is to try to
completely manage both the technical and business side of the company
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without consulting an experienced administrator to manage the business
affairs. There are, however, the occasional entrepreneurs who can navigate
both the business and technical sides with equal success. These leaders will
usually retain the position of chief executive officer (CEO) as the company
continues to grow. The technical entrepreneur who recruits experienced
business people to help foster the growth of the company quite often ends
up becoming the firm’s chief scientific officer or the chief technical officer.
This is probably the most commonly encountered scenario for companies
that end up being traded on the stock exchange by releasing an initial pub-
lic offering (IPO) of shares in the business.

A successful entrepreneur must also be an effective leader, able to con-
tribute with creative ideas as well as to motivate staff and colleagues. He or
she is often an individual with unending enthusiasm, a strong vision, and
the ability to convince others that this vision will be successful. Entrepre-
neurs must have the conviction to do what is necessary to successfully exe-
cute the company’s vision, while being flexible enough to adjust to new or
different opportunities when they present themselves.

For a successful entrepreneur in the field of biotechnology, the rewards
can be enormous. There is the satisfaction that comes from starting with
an original idea and, through hard work, making it a reality, but there are
financial rewards as well. Biotechnology entrepreneurs may draw initial
salaries of $150,000 or more, and potentially can claim very valuable stock
options should their start-up companies eventually go public. A number of
CEOs ultimately became multimillionaires on the strength of such options
in the biotech boom of the late 1990s. SEE ALSO Financial Analyst.

Anthony J. Recupero
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Biotechnology: Ethical Issues
Biotechnology is the use of organisms or their parts or products to provide
a valuable substance or process. Fermentation using microorganisms in
brewing, baking, and cheese production are biotechnologies that date back
centuries. Production of human insulin in bacteria to treat type I diabetes
mellitus without causing allergic reactions is a more modern example of
biotechnology. Two widely used biotechnologies that manipulate genes are
recombinant DNA technology, which endows single-celled organisms with
novel characteristics using genes from other organisms, and transgenic tech-
nology, which creates multicellular organisms that bear genes from other
types of organisms. Genetically modified (GM) fruits and vegetables, such as
a type of corn that manufactures a bacterial insecticide, are transgenic plants.

Ethical issues that arise from modern biotechnologies include the avail-
ability and use of privileged information, potential for ecological harm,
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access to new drugs and treatments, and the idea of interfering with nature.
Applications include agriculture and health care.

Agriculture
In agriculture, GM crops have been in the food supply in the United States
for several years. Foods containing GM ingredients are not usually labeled
to indicate their origin. This is because regulatory agencies determine food
safety based on its similarity to existing foods, its chemical composition, and
effects on the digestive systems of test animals, not on whether the plant
variant arose from traditional agriculture or transgenic technology. If a food
is found to include a chemical that could cause an allergy or is a toxin, it is
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not marketed. As of early 2002, there have been no reports of harm com-
ing from the consumption of GM foods.

Still, individuals who object to genetic modification would like the
opportunity to select plant foods that were not produced in this manner.
Labeling would solve this problem, and perhaps with continued consumer
pressure it may come to pass. Some argue that at times, those who object
to GM foods have acted in unethical ways. In several instances, protesters
destroyed what they erroneously thought were fields of GM plants. Com-
panies have behaved in ethically questionable ways in the GM food debate
too. Before consumer outrage put an end to it, certain agrichemical com-
panies sold GM crops that did not produce viable seed, forcing farmers to
purchase new seed each year.

Another concern arising in agricultural biotechnology is the unintended
spread of transgenes to other organisms. When a crop is grown in the field,
its DNA, including the transgene, can theoretically be spread to other organ-
isms in several ways. Certain types of plant viruses can transfer DNA from
the host chromosome to a wild relative as well. Bacteria take up genes from
the environment in the process known as transformation, and pass genes
among different types of plants through conjugation. It is not yet known
whether any of these latter processes have occurred with GM plant DNA,
and detection may be difficult. It is likely to be a question not of whether
but of when, however, given the large acreages devoted to GM plants.

Again the question arises of whether the consequences of such gene
transfers are qualitatively different from the same process occurring on crop
plants modified through traditional breeding. Opponents of GM crops say
yes, since the potential exists to transfer genes from sources that would oth-
erwise never be found in the agricultural environment. For instance, jelly-
fish genes are used in some agricultural research. In addition, the potential
for harm from “escaped genes” may be greater precisely because the gene
is so useful agriculturally. The gene for a natural insecticide may help grow
safer corn, for example, but it could also allow a wild plant to escape its nat-
ural controls and become a serious forest weed. While such scenarios are
hypothetical for the moment, opponents say that so little is known about
the intricacies of ecology that caution is the only safe policy.

Health Care
In health care, genetic testing presents several ethical challenges. Legisla-
tion is in place or is being developed to limit access to genetic information,
so that employers or insurers cannot discriminate against individuals because
of their genotypes. Testing for a genetic disease presents a complication not
seen in other types of illnesses, because the diagnosis of one individual imme-
diately reveals the risk that other family members may be affected, based on
the rules of inheritance. For example, a young woman learned that she is a
carrier of Wiskott-Aldrich syndrome, which causes severe immune defi-
ciency that is lethal in childhood. Because the mutant gene is carried on the
X chromosome, each of her sons faces a 50 percent chance of inheriting the
illness. Knowing that the same would be true for other carriers in her fam-
ily, the young woman chose to inform all of her relatives who might also
carry the gene. The decision of whether or not to be tested rests with the
individuals.
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Another ethical dilemma in health care that arises from biotechnology
is cost and access to new treatments. Such drugs as tissue plasminogen acti-
vator, used to break up clots that cause heart attacks and strokes, and ery-
thropoietin and colony-stimulating factors, used to restore blood supplies
in cancer patients being treated with chemotherapy, are extremely expen-
sive. Although insurers often cover the costs in the United States, people in
many other nations cannot take advantage of these drugs.

Because biotechnology is a rapidly evolving field, experiments and clin-
ical trials are ongoing. Participation in a clinical trial of a recombinant
DNA-derived drug, or of a gene therapy, requires informed consent. A case
in 1999 provoked reevaluation of the care with which such participants are
screened, and of the adequacy of informed consent protocols. Jesse Gelsinger
was 19 when he received experimental gene therapy to treat ornithine tran-
scarbamylase deficiency. In this disorder, lack of an enzyme that metabo-
lizes protein leads to buildup of ammonia, which damages the brain. Most
affected individuals die within days of birth, but survivors can usually con-
trol symptoms with diet and drugs, as Jesse had been doing. This is why his
death five days after receiving the gene therapy was especially tragic. An
underlying and undetected medical condition may have contributed to his
death.

Medication usually controlled Gelsinger’s condition, but he chose to
join the clinical trial so that he might help babies who died of a more severe
form of the illness. Although Gelsinger clearly stated that he realized he
might die, questions arose about the extent of his knowledge, largely because
he had been healthy. This issue does not arise in the more common situa-
tion in which a participant in a gene therapy trial has exhausted conven-
tional treatments, because he or she has little to lose at that point. Clinical
trials of gene therapy are now conducted with much greater care.

New Challenges
Another objection to biotechnology is that it interferes with nature, but so
do traditional agriculture and medicine. However, the changes that biotech-
nology can introduce are usually quite unlikely to occur naturally, such as a
tobacco plant that glows thanks to a firefly protein, or cloning a human. We
place limits on some biotechnologies, but not on others, based on our per-
ceptions and on the intents of the interventions. The glowing tobacco plant
was done as an experiment to see if a plant could express a gene from an ani-
mal, but many countries ban human cloning because it is seen as unneces-
sary, dangerous, and unethical. Still, time can change minds. When Louise
Joy Brown, the first baby conceived using in vitro fertilization, was born in
1980, objection to “test tube baby” technology was loud. The procedure is
now routine. In general, it seems that a biotechnology will eventually be con-
sidered ethical if evidence accumulates demonstrating that it does no harm.

A biotechnology that by its very definition causes harm is bioterrorism,
especially when genetic manipulation is used to augment the killing power
of a naturally occurring pathogen. Bioterrorism dates back to the Middle
Ages, when Tartan warriors hurled plague-ridden corpses over city walls to
kill the inhabitants. The British used a similar approach in the eighteenth
century, when they intentionally gave Native Americans blankets that car-
ried smallpox virus. Efforts in the former Soviet Union to create bio-weapons
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from the 1970s until the 1990s introduced genetic modificiations. For exam-
ple, they engineered plague bacteria to be resistant to sixteen different antibi-
otic drugs and to produce a toxin that adds paralysis to the list of its effects.
International efforts to ban bio-weapon development in the wake of the
attacks on the World Trade Center in New York City on September 11,
2001, might put an end to this subversion of biotechnology. SEE ALSO Agri-
cultural Biotechnology; Cloning: Ethical Issues; Gene Therapy: Eth-
ical Issues; Genetic Discrimination; Genetic Testing: Ethical Issues;
Metabolic Disease; Reproductive Technology: Ethical Issues; Trans-
genic Organisms: Ethical Issues.

Ricki Lewis
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Biotechnology and Genetic
Engineering, History of
The term “biotechnology” dates from 1919, when the Hungarian engi-
neer Karl Ereky first used it to mean “any product produced from raw
materials with the aid of living organisms.” Using the term in its broad-
est sense, biotechnology can be traced to prehistoric times, when hunter-
gatherers began to settle down, plant crops, and breed animals for food.
Ancient civilizations even found that they could use microorganisms to
make useful products, although, of course, they had no idea that it was
microbes that were the active agents. About B.C.E. 7000, the Sumarians
and Babylonians discovered how to use yeast to make beer, and wine-
making dates from biblical times. In about B.C.E. 4000, the Egyptians found
that the addition of yeast produced a light, fluffy bread instead of a thin,
hard wafer. At the same time, the Chinese were adding bacteria to milk
to produce yogurt.

Genetic Engineering versus Biotechnology
For many, the term “biotechnology” is often equated with the manipulation
of genes, but, as Ereky’s definition suggests, this is only one aspect of
biotechnology. For the more specific technique of gene manipulation, the
term “genetic engineering” is more appropriate. Genetic engineering dates
from the 1970s. At that time molecular biologists devised methods to iso-
late, identify, and clone genes as well as to mutate, manipulate, and insert
them into other species. One of the key elements in such research was the
discovery of restriction enzymes. These enzymes are able to cleave DNA
at a limited number of sequence-specific sites and often leave “sticky ends.”
Isolated DNA from any organism could be cleaved with a restriction enzyme
and then mixed with a preparation of a vector that had been cleaved with
the same restriction endonuclease. By virtue of the “sticky ends,” a hybrid

Biotechnology and Genetic Engineering, History of

70

vector carrier

hybrid combination of
two different types

restriction enzymes
enzymes that cut DNA
at a particular sequence



molecule could be created that contained the gene of interest, which could
then be inserted into such a cloning vector. The importance of restriction
endonucleases was recognized in 1978 by the awarding of the Nobel Prize
in physiology or medicine to Werner Arber, Daniel Nathans, and Hamil-
ton Smith for their discovery of these enzymes.

Further Advances and Ethical Concerns
The first experiment to combine different DNA molecules was performed
in 1972 in the laboratory of Paul Berg (who shared the 1980 Nobel Prize
in chemistry for this work). The following year Stanley Cohen and Herbert
Boyer combined some viral DNA and bacterial DNA in a plasmid to cre-
ate the first recombinant DNA organism.

Realizing the potential dangers of moving genes from one organism to
another, approximately ninety prominent scientists, whose laboratories were
poised to start cloning experiments, met in 1975 at the Asilomar Confer-
ence Center in California to discuss the potential dangers of gene manipu-
lation. This meeting, wherein scientists recognized and openly discussed the
ramifications and potential dangers of their research before that research
was actually begun, was unprecedented. The result of the Asilomar Con-
ference was to call for and agree upon a one-year moratorium before any
cloning experiments were to be done. This provided time to develop guide-
lines for the physical and biological isolation of recombinant organisms, to
ensure that they not escape into the environment, and, if they did, to make
sure that they would be so weakened as not to survive competition with nat-
urally occurring organisms. By 1976, then, gene cloning was in full swing
around the world.
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Key Technical Developments
Advances in biotechnology were marked by the development of key research
techniques. In 1976, Herbert Boyer and Robert Swanson founded Genen-
tech, the first biotechnology company to use recombinant DNA technol-
ogy in developing commercially useful products such as drugs. The year
1977 is considered the “dawn of modern biotechnology,” for it was in that
year that the first human protein was cloned and manufactured using genetic
engineering technology: Genentech reported the cloning of the human hor-
mone somatostatin. This year was also important for the development of
the technique of DNA sequencing, achieved by Fred Sanger and Walter
Gilbert (who, with Paul Berg, shared the 1980 Nobel Prize in chemistry).

In 1978 Genentech was able to isolate the gene for human insulin and
begin clinical trials that resulted in the approval and marketing of the first
genetically engineered drug for human use. This was a major accomplish-
ment. Diabetes, the seventh leading cause of death in the United States,
affects millions of Americans. In the past, insulin was extracted from the
pancreases of cows or pigs, then used to treat diabetics. Although insulin
from these species is very similar to human insulin and was effective in
humans, the small differences between human and animal insulin were
enough to cause problems for some patients. Often patients developed
immunological reactions to the foreign protein, reducing its effectiveness.
With the availability of genetically engineered human insulin, these prob-
lems were eliminated.

Patents and the Rise of Biotechnology Companies
In 1980 the U.S. Supreme Court provided an important incentive for the
development of biotechnology companies. In the case of Diamond v.
Chakrabarty, the court ruled that biological materials may be patented. Thus,
private companies could look forward to making substantial profits from
therapies that they developed through genetic engineering techniques.

Among the new companies to take advantage of the court ruling was
the Chiron corporation, which cloned the protein that formed the outer
coat of the human hepatitis B virus. This protein, which could now be pro-
duced without the virus that it normally enclosed, provided the material for
the development of the first human vaccine using recombinant DNA tech-
nology. The hepatitis vaccine has been available since 1987.

In the same year, the Food and Drug Administration (FDA) approved
Genentech’s drug tPA (tissue plasminogen activator). This is a human blood
protein that helps to dissolve fibrin, the major protein involved in forming
blood clots at the site of an injury. After the healing process is complete
and clotting is no longer required at the site of the injury, the body nor-
mally releases tPA to activate an enzyme called plasmin, which dissolves
fibrin. However, it was discovered that tPA could also be used as a power-
ful drug in the treatment of certain heart attacks. Sometimes a blood clot
forms spontaneously in the body. If the clot forms or lodges in the coro-
nary arteries of the heart, the clot blocks blood flow to the heart muscle,
resulting in what is commonly called a heart attack. If tPA is given to such
patients within four hours of onset, the recovery is truly remarkable. Such
patients are able to leave the hospital the next day with little or no after-
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effects of the heart attack. A patient not treated with tPA often remains in
the hospital for a week or longer and can not resume normal activities until
after a long recovery period. The drug has subsequently been approved for
use with patients suffering a stroke from a blood clot in the brain with sim-
ilar success.

Biotechnology has also been sucessful in development of other useful
products. Today many laundry detergents contain proteases, enzymes that
remove stains by digesting the protein components of the stain. However,
such enzymes are inactivated by bleach. In 1988 the biotechnology com-
pany Genecor received approval for a bleach-resistant protease. This had
been accomplished by isolating the gene for protease and then, using site-
directed mutagenesis, changing the gene such that the corresponding pro-
tein was no longer sensitive to inactivation by bleach.

Biotechnology has also made a great impact in agriculture. The first
genetically engineered plant was patented in 1983. The first genetically engi-
neered food was produced by a company called Calgene, in 1987. Calgene,
now a part of Monsanto, produced a tomato that could be ripened on the
vine and transported ripe to market. Tomatoes are normally shipped green
to market and left to ripen at their destination because they are easily bruised
and damaged if shipped when fully ripe. Today there is a new “green rev-
olution” under way, in which genetically modified food will provide greater
nourishment and higher yields, while simultaneously reducing the use of
fertilizers and herbicides. Although there is considerable controversy sur-
rounding these foods (sometimes referred to as “Frankenfood”), there have
been no documented cases of anyone being hurt by eating them. In 1990
the biotech firm GenPharm created a transgenic dairy cow into which the
genes for human milk proteins were inserted. The milk from such cows will
be used for producing infant formula.

Biotechnology and the Law
Biotechnology has also made important contributions to the field of law.
Most notably, scientists have developed exquisitely sensitive methods for
identifying DNA. Indeed, with the invention of the polymerase chain reac-
tion in 1988, enough DNA can be extracted from a drop of blood, a tiny
shred of skin, a single hair, or a small semen sample to identify the indi-
vidual from whom it originated. Such “genetic fingerprinting” was devel-
oped in 1984 and first used in a trial in 1985.

Perhaps the most famous case involving DNA-based evidence was the O.
J. Simpson murder trial in 1995. During the 1990s however, genetic evidence
in the courtroom became commonplace and accepted by trial lawyers, judges,
and juries alike. In fact, several innocent people were released from prison as
a result of the reexamination of evidence using DNA fingerprinting.

The Human Genome Project
In 1990 molecular biologists around the world began working on what ranks
as perhaps the greatest achievement of biotechnology, the Human Genome
Project, in which the more than 3 billion nucleotides of DNA in the human
nucleus were ultimately sequenced. Although DNA sequencing began in
1977, it was the development in the 1990s of automated DNA sequencers
and powerful computers to store and analyze the data that made this project
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feasible. The first draft of the human genome was completed in 2001. With
the complete sequence available, scientists will be able to “mine the genome”
to find important gene products and to design specific drugs to target gene
product. The twenty-first century will see tremendous new advances using
biotechnology. SEE ALSO Agricultural Biotechnology; Bioinformatics;
Biotechnology; Biotechnology Entrepreneur; Cloning Genes; Cloning
Organisms; Genetically Modified Foods; Genomics Industry; Human
Genome Project; Mutagenesis; Patenting Genes; Plant Genetic Engi-
neer; Restriction Enzymes; Sanger, Fred.

Ralph R. Meyer
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Birth Defects
A birth defect is an anomaly that is congenital, or present from birth. Birth
defects are the leading cause of infant mortality, causing 22 percent of all
infant deaths. Approximately 3 to 4 percent of all live births are affected by
a birth defect; the causes of most of them are unknown. Some birth defects
are considered to be physical, while others are thought of as functional.
Physical birth defects result in the malformation of a physical organ or limb,
whereas functional birth defects are those that cause primarily functional,
rather than physical, problems. Functional birth defects include mental
retardation, congenital hearing loss, early-onset vision impairment, and
numerous other health concerns. They may be caused by single gene muta-
tions, or they may be due to polygenic or multifactorial inheritance.

Birth defects may be found in isolation or they may occur in combina-
tion in one child, as part of a larger syndrome. A syndrome is usually defined
as the presence of three or more birth defects due to one underlying cause,
that characterize a particular disease or condition. An example of this is
Down syndrome.

Various Causes, Various Treatments
There are several etiologies of birth defects, including single gene muta-
tions, polygenic and multifactorial conditions, chromosomal abnormalities,
and teratogens, which cause growth or developmental abnormalities. These
etiologies may cause both physical and functional birth defects. The diag-
nosis, treatment, and management of birth defects often involves a team of
professionals and specialists. Among these specialists are clinical geneticists,
medical geneticists, and genetic counselors. These are all genetic service
providers who are trained to help make a diagnosis and identify whether a
birth defect is isolated or part of a syndrome. An accurate diagnosis is of
utmost importance in being able to treat the condition and anticipate any
future health concerns that may arise.
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Single-Gene Mutations
Single-gene mutations are defects or changes in genes that may be passed
on from generation to generation. The most common forms of inheritance
include autosomal dominant, autosomal recessive, X-linked recessive, and
new dominant mutations. Single-gene mutations may result in both struc-
tural and functional birth defects. These defects may be found in isolation
or as part of a known syndrome and may display phenotypic variation, in
which the same mutant gene leads to variable clinical problems. This often
occurs with dominant mutations such as Marfan syndrome. A genetic dis-
order may also display reduced penetrance, wherein not everyone with the
genetic mutation will have the disorder or trait. These are also known as
“silent” disorders.

Autosomal Dominant Disorders
An example of an autosomal dominant disorder is achondroplasia, the most
common form of short-limbed dwarfism in humans. Achondroplasia dis-
plays complete penetrance (everyone with the genetic defect also has the
disorder), and it occurs in 1 out of 25,000 births. Most cases are sporadic
rather than inherited.

Achondroplasia is a growth disorder caused by a mutation of the gene
that encodes the fibroblast growth factor receptor 3 (FGFR3), and it is
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characterized by short limbs, malformed hands, a disproportionately large
head, and abnormal facial features. Medical problems are due to abnor-
mally configured bones and related structures, leading to hydrocephalus,
problems of the spine, frequent sinus and ear infections, and orthopedic
problems. If one parent is affected with achondroplasia, there is a 50 per-
cent risk that an offspring will also be affected. If both parents are affected,
there is a 25 percent chance that an offspring will inherit two gene copies
and develop severe, life-threatening features. Two known mutations in
FGFR3 account for 98 percent of all achondroplasia cases. This makes
early identification, even prenatal diagnosis, relatively easy.

Another autosomal dominant condition is Marfan syndrome, which
results from a defect in the synthesis, secretion, or utilization of the protein
fibrillin, an important component of connective tissue throughout the body.
The gene for Marfan syndrome is fibrillin 1 (FBR1). Marfan syndrome fea-
tures are variable, including cardiovascular, skeletal, and ocular defects.

Marfan syndrome’s most serious medical complication is the risk of sud-
den death from aortic dissection, a tear in the inner wall of the major artery
leading from the heart. Approximately 75 percent of individuals with Mar-
fan syndrome have a family history of the disease, with the rest occurring
as new mutations. Because the syndrome is autosomally dominant, affected
indviduals have a 50 percent risk of passing the mutated gene to their off-
spring. The condition has full penetrance; therefore, all individuals who
inherit this mutation will express some features of Marfan syndrome.

Functional Birth Defects
Fragile X syndrome is the most common cause of inherited mental retar-
dation, occurring in one out of 1,000 births. It is caused by expansion of a
“triplet repeat” section of nucleotides in the FMR-1 gene on the X chro-
mosome. Triplet repeats are three-base-pair sequences in a gene that are
abnormally repeated, sometimes dozens or even hundreds of times, causing
abnormal protein sequence and structure. Because it is carried on the X
chromosome, it affects males more often than females. In males, an FMR-
1 gene with greater than 200 repeats is always associated with the syndrome.
Inactivated FMR-1 gene causes impaired mental function. The FMR-1 pro-
tein is thought to help shape the connections between neurons that under-
lie learning and memory. Affected individuals may also have large testes,
abnormal facial features, seizures, and emotional and behavior problems.
DNA testing allows for detection of carriers as well as affected individuals,
enabling the use of genetic counseling and prenatal testing.

Another common functional genetic disorder is hearing loss, which can
result from a defect in any one of more than fifty different genes. One gene,
connexin 26, may be responsible for a large portion of inherited hearing
loss. Some forms of congenital hearing loss may be due to prenatal expo-
sure to infectious agents such as rubella. Genetic screening or screening for
hearing loss at birth may be the most important test for hearing impairment
yet to be developed, as early recognition and treatment can lead to dramatic
improvements in hearing and, consequently, in the development of language
in early childhood.

Other genetic disorders that cause functional birth defects include those
involved in various aspects of the immune system. The most severe form
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is severe combined immune deficiency (SCID), in which a major type of
immune cell, the lymphocyte, is absent. People with SCID suffer life-
threatening infections beginning in infancy and may require complete phys-
ical isolation. This was the case for David Vetter, who became known to
the world as the “bubble boy.”

Multifactorial and Polygenic Inheritance
Many traits and diseases are caused by the interaction of inherited genes
and the environment. These are known as “multifactorial” traits. While all
genes interact with the environment, the impact of the environment in mul-
tifactorial traits and diseases is usually greater than in single-gene traits and
diseases. Prenatal environmental influences are inevitably filtered through
the maternal-placental system and include factors such as infections, drugs,
tobacco or alcohol use, diabetes, and industrial toxins.

Polygenic traits and diseases are due to the cumulative effect of multi-
ple genes, working together. Many congenital birth defects are thought to
be multifactorial, such as pyloric stenosis (narrowing of the passage from
stomach to intestine), cleft lip and palate, clubfoot, and neural tube defects.
When found as isolated birth defects, these conditions are thought to be
explained by a “multifactorial threshold model.”

The multifactorial threshold model assumes the gene defects for mul-
tifactorial traits are normally distributed within the population. This means
that almost everyone has some genes involved with these conditions, with
most individuals having too few of them to cause disease. Individuals will
not become affected with the condition unless they have a genetic liability
that is significant enough to push them past the threshold, moving them out
of the unaffected range and into the affected range (Figure 1).

Examples of Multifactorial and Polygenic Effects
Cleft lip with or without cleft palate (CL/P) is a heterogeneous disorder
(those children affected may have somewhat different abnormalities) occur-
ring in 1 out of 1,000 births. Some CL/P cases occur as isolated birth defects,
while others occur as part of a larger syndrome. The majority of CL/P cases
are associated with multifactorial inheritance. The risk to relatives of affected
individuals can be anywhere from 0.5 to 15 percent, depending on the sever-
ity of the clefting and the degree of relationship to the affected individual,
with risks highest for first-degree relatives. Some unique cases of CL/P may
be associated with genetic syndromes that are due to single-gene mutations
or chromosomal abnormalities.

Clubfoot is another primarily multifactorial defect and occurs in 1 out
of 10,000 Caucasian newborns. The estimated risk to relatives of inheriting
this defect is between 2 to 20 percent, depending upon the family history.
Clubfoot can also have genetic causes such as chromosomal abnormalities
or single-gene disorders, or it may have an environmental origin, such as
problems caused by amniotic fluid or structural abnormalities of the uterus
that restrict fetal growth and mobility. Clubfoot can also be due to autoso-
mal recessive as well as autosomal dominant inheritance, and it may also
occur as part of a larger syndrome.

Another class of multifactorial disorders is known as neural tube defects
(NTDs). The neural tube is the embryonic structure that develops into the
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brain and spinal cord. Failure of the neural tube to close, which normally
occurs during in the fourth week of gestation, results in an NTD, usually
spina bifida or anencephaly. Spina bifida (“open spine”) is a defect of the
spine. The most common form of spina bifida causes some degree of leg
paralysis, impaired bladder and bowel control, and sometimes mental retar-
dation. Anencephaly is a rapidly fatal condition in which a baby is born with
a severely underdeveloped brain and skull.

While most NTDs are inherited as multifactorial disorders, a few
result from single-gene disorders, chromosomal abnormalities, or terato-
gens. NTDs currently have an incidence of 1 per 2,000 births. This rate
has fallen dramatically over the past thirty years, due to the remarkable
effects of NTD-prevention efforts. Maternal deficiency in folate (a B vit-
amin) greatly increases the risk of NTDs, but taking multivitamins con-
taining folic acid before conception and early in pregnancy is highly
effective in preventing these disorders. High doses of folic acid are needed
to help protect the fetuses of women with pregnancies previously affected
by NTDs, and for those who need to take certain medications that inter-
fere with folate metabolism.
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Chromosome Disorders
Humans normally have twenty-two pairs of autosomes and two sex chro-
mosomes, XX or XY, making forty-six chromosomes in total. Chromoso-
mal abnormalities occur in about 0.5 percent of all live births and are usually
due to an abnormal number of chromosomes. These are nearly always an
addition or deletion of a single autosome or sex chromosome in a pair. One
extra copy of a chromosome is called a trisomy, while one missing copy of
a chromosome is called a monosomy. Sometimes only a segment of a chro-
mosome is duplicated or lost.

Chromosomal disorders are diagnosed by karyotype analysis and can
be done on adults by testing blood, skin, or other tissue. Karyotypes can
also be performed on a fetus through specialized testing such as amniocen-
tesis. Prenatal maternal blood tests are routinely used to screen for some
trisomies, though accurate diagnosis requires fetal karyotyping.

Chromosomal abnormalities can occur in offspring of mothers of all
ages, but the frequencies of these disorders increase with maternal age, ris-
ing exponentially after the maternal age of thirty-five. Advanced paternal
age has far less impact. Chromosomal abnormalities can result in either phys-
ical or functional birth defects. The severity of these birth defects is highly
variable and depends upon the exact chromosome problem.

Chromosomal defects include such problems as Down syndrome, Kline-
felter’s syndrome, and Turner’s syndrome. The majority of Down syndrome
cases are due to an extra chromosome 21. Trisomy 21 usually occurs as an
isolated event within a family. It results in characteristic facial features, lax
muscle tone, cardiac and intestinal anomalies, and mild or moderate men-
tal retardation. Additional medical complications may also include recurrent
ear and respiratory tract infections, vision problems, hearing difficulties, and
short stature.

Klinefelter’s syndrome is a sex chromosome abnormality that occurs in
1 of 600 males, with a karyotype of 47. Individuals with Klinefelter’s syn-
drome possess an extra X chromosome: XXY. Clinical characteristics are
variable and include some learning and developmental disabilities, hypog-
onadism, small testes, and gynecomastia occuring in puberty. The condi-
tion can be managed by administering testosterone supplements beginning
in adolescence. As with some other sex chromosome abnormalities, adults
with Klinefelter’s syndrome are usually infertile.

Turner’s syndrome is another sex chromosome disorder, with a karyotype
of 45. In this condition, one X chromosome is missing. Turner’s syndrome
occurs in one out of 4,000 live births. Most females with Turner’s syndrome
are short and have webbing of the neck, a broad chest, and a lack of ovar-
ian development, with a consequent lack of pubertal development and infer-
tility. Female hormone therapy is often used to induce breast development
and menstruation. The majority of conceptions resulting in a fetus with this
condition end in a miscarriage, as Turner’s syndrome is highly lethal in early
fetal development.

Teratogen Exposure
A teratogen is any agent that can cause birth defects if a fetus is exposed
to it. Teratogens are usually drugs or infectious agents such as bacteria or
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viruses, and can affect a fetus from as early as the first few weeks after con-
ception through the second trimester. For this reason, ideally, women
should avoid all medications during pregnancy. However, in some cir-
cumstances there are medical risks and benefits that must be weighed, par-
ticularly if a medication is important to the health of the prospective
mother.

To properly assess the potential danger of a teratogen, information is
required about its effect on embryonic development, its ease of passage
across the placenta, and the dosage and timing of fetal exposure to the ter-
atogen. There are, however, limitations on the ability of doctors to predict
the risk of birth defects arising from fetal exposure to any particular drug
because of the lack of information on the effects of multiple medication use
and possible drug interactions, the inability to control for other exposures
women may have during pregnancy, and the unique genetic susceptibilities
of each person. In addition, there are limited clinical studies that address
this problem.

Risks for birth defects or adverse pregnancy outcomes associated with
any type of exposure are in addition to the 3 percent background risk for
birth defects in all pregnancies. There is no evidence linking paternal expo-
sures to teratogenicity for the developing fetus, though exposure to some
agents can reduce male fertility.

One well-documented teratogen is the drug thalidomide, which was
taken by tens of thousands of women in the 1950s and early 1960s to treat
nausea during pregnancy, before its potent teratogenic effects were recog-
nized. Even a single dose caused severe birth defects, including amelia
(absence of limbs), phocomelia (short limbs), incomplete or absent bone
growth, ear and eye abnormalities, congenital heart defects, and others.

Another potent teratogen is a substance called isotretinoin, marketed
under the brand name of Accutane, used to treat severe acne. Birth defects
following prenatal exposure include serious central nervous system defects
such as hydrocephalus, microcephaly, and mental retardation, as well as
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cleft lip and palate and anomalies of cardiovascular, limb, eye, and other sys-
tems. For women who have taken this substance, it is recommended to delay
pregnancy at least one month after they have stopped using it.

Like medications, “recreational” drugs such as alcohol and cocaine can
act as teratogenic agents. Fetal alcohol syndrome (FAS) and fetal alcohol
effects (FAE) are the most common, completely preventable, and potentially
devastating disorders caused by alcohol use during pregnancy. FAS is one
of the leading causes of mental disabilities in children. Fetal exposure to
alcohol creates additional problems in children born with FAS/FAE, such
as characteristic facial features, growth retardation, central nervous system
difficulties, learning disabilities, and behavioral problems. No amount of
alcohol is thought to be safe during pregnancy; however, some of its effects
may be prevented by stopping the exposure during or shortly after the first
trimester.

Cocaine use during pregnancy is known to increase the risk of miscar-
riages and premature labor and delivery. Disturbances in the behavior of
exposed newborns have been reported, such as irritability, irregular sleep-
ing patterns, muscular rigidity, and poor feeding. Some birth defects asso-
ciated with the use of this drug include urinary and genital malformations,
as well as defects of the limbs, intestines, and the skull.

Conditions arising from infectious teratogenic agents include toxo-
plasmosis, syphilis, and rubella. In each of these cases, the mother is
exposed to the infectious agent, then transmits it to the fetus. In toxo-
plasmosis, the parasite Toxoplasma gondii can be transmitted from cats to
humans through contact with cat feces (cleaning litter box or gardening),
or through consumption of undercooked meats, poorly washed fruits and
vegetables, goat’s milk, or raw eggs. Mother-to-fetus transmission is more
likely if maternal infection occurs in the last few weeks before delivery,
but early fetal exposure is generally associated with greater severity of
defects in the child. Overall, 20 to 30 percent of untreated, infected new-
borns have birth defects, including seizures, microcephaly, and other
severe effects on the nervous system. Treatment of the mother with antibi-
otics during pregnancy is safe for the fetus, and significantly reduces the
likelihood of fetal infection.

Syphilis is an infection caused by the spirochete Treponema pallidum.
This bacterium crosses the placenta and may result in fetal infection. If
untreated, the pregnancy may end in miscarriage, stillbirth, or neonatal
death. Signs of congenital infection include jaundice, joint swelling, rash,
anemia, and characteristic defects of bone and teeth. Maternal treatment of
this condition may help prevent the transmission to the fetus and its ill
effects.

Rubella is the scientific name for the disease commonly known as Ger-
man measles. Congenital rubella syndrome (CRS) results from the expo-
sure of an unprotected pregnant woman to the rubella virus, and can lead
to major birth defects, including serious malformations of the heart, blind-
ness, deafness, and mental retardation. CRS has been virtually eradicated
in the United States because of the near-universal vaccination against
rubella, now part of the standard childhood immunizations program.
Unfortunately, this vastly improved situation is not as common in much of
the rest of the world.
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Maternal Conditions
Birth defects can also result from physical conditions affecting the health of
the mother. One common maternal condition associated with birth defects
is diabetes mellitus, a multifactorial disorder. Mothers with diabetes have a
two- to three-fold times greater risk of having a child with birth defects than
the general population if their condition is not well controlled. However,
good glucose control has been shown to correlate with a decreased risk of
congenital malformations. Characteristic diabetic malformations include
cardiovascular, craniofacial, genitourinary, gastrointestinal, and neurologi-
cal abnormalities. The risk that the child born of a mother with diabetes
mellitis will also develop diabetes as an adult is 1 to 3 percent.

Another maternal condition giving rise to birth defects is maternal
phenylketonuria (PKU). This is an autosomal recessive disorder in which
an enzyme called phenylalanine hydroxylase is defective. This enzyme nor-
mally converts a substance in the blood called phenylalanine to another sub-
stance called tyrosine. As a result, phenylalanine levels are high, resulting in
mental retardation, microencephaly, growth retardation, cardiac problems,
seizures, vomiting, and hyperactivity. Other traits associated with PKU are
fair hair and skin and blue eyes. PKU can be effectively managed through
changes in the diet, and women who have appropriately managed their diet
can have pregnancies with healthy offspring. SEE ALSO Chromosomal Aber-
rations; Clinical Geneticist; Complex Traits; Diabetes; Down Syn-
drome; Fragile X Syndrome; Genetic Counseling; Growth Disorders;
Severe Combined Immune Deficiency; Triplet Repeat Disease.
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Blood Type
Blood has two main components: serum and cells. In 1900 Karl Landsteiner,
a physician at the University of Vienna, Austria, noted that the sera of some
individuals caused the red cells of others to agglutinate. This observation
led to the discovery of the ABO blood group system, for which Landsteiner
received the Nobel Prize. Based on the reactions between the red blood cells
and the sera, he was able to divide individuals into three groups: A, B, and
O. Two years later, two of his students discovered the fourth and rarest
type, namely AB.

Antigens and Antibodies
To understand blood typing, it is necessary to define antigen and antibody.
An antigen is a substance, usually a protein or a glycoprotein, which, when
injected into a human (or other organism) that does not have the antigen,
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will cause an antibody to be produced. Antibodies are a specific type of
immune-system proteins known as immunoglobulins, whose role is to fight
infections by binding themselves to antigens. In the case of the ABO blood
groups, the antigens are present on the surface of the red blood cell, while
the antibodies are in the serum. These antibodies are unique to the ABO
system and are termed “naturally occurring antibodies.” The table shows
the relationships between blood types and antibodies.

This aspect of the ABO blood group system is very important in trans-
fusion. Blood group O individuals are said to be universal donors, because
their blood can be used for transfusion in individuals who have any one of
the four blood types. On the other hand, individuals with blood type A can
only donate to either type A or type AB, and individuals with blood type B
can only donate to B or AB types. AB individuals can only donate to type
AB. However, before any transfusions, donor blood is mixed with serum
from the recipient (a process called cross matching) to ensure that no agglu-
tination will occur after transfusion.

Multiple Alleles
The genetic basis of the ABO blood group system is an example of multi-
ple alleles. There are three alleles, A, B, and O, at the ABO locus on chro-
mosome 9. The expression of the O allele is recessive to that of A and B,
which are said to be co-dominant. Thus, the genotypes AO and AA express
blood type A, BO and BB express blood type B, AB expresses blood type
AB, and OO expresses blood type O. In the past, ABO blood group typing
was used extensively both in forensic cases as well as for paternity testing.
More recently, DNA testing, which is much more informative, has super-
seded these tests.

The ABO blood group substances are glycoproteins, the basic molecule
of which is known as the H substance. This H substance is present in unmod-
ified form in individuals with blood type O. Adding extra sugar molecules
to the H substance produces the A and B substances. The frequency of the
ABO blood types varies widely across the globe. For example, blood group
B has a frequency of 25 percent in Asians, 17 percent in Africans, but only
8 percent in Caucasians. The frequency of blood group O in Europe
increases as one travels from southern to northern countries.

Alleles at a locus independent of the ABO blood group locus, known as
the secretor locus, determine an individual’s ability to secrete the ABO blood
group substances in saliva and other body fluids. There are two genes, Se
and se, where Se is dominant to se. In other words, an individual with at
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least one Se gene is a secretor. Approximately 77 percent of Europeans are
secretors. This frequency is rarely less than 50 percent and sometimes as
high as 100 percent in other populations.

An interesting aspect of the ABO blood groups is their association with
disease. Among individuals with stomach and peptic ulcers, there is an
excess of type O individuals, whereas among those with cancer of the stom-
ach, there is an excess of type A individuals. Not all type O individuals
have an increased risk for peptic or stomach ulcers, however. If type O
individuals are secretors, they are protected against ulceration, whereas
non-secretors have a two-fold increased risk. Thus the presence of ABO
blood group substances act as a protective agent against the development
of stomach and peptic ulcers.

The Rh System
The second most important blood group in humans is the Rhesus (Rh) sys-
tem. Landsteiner and Wiener discovered the Rh blood group in 1940. They
found that when they injected rabbits with Rhesus monkey blood; the rab-
bits produced antibodies against the Rhesus red cells. These antibodies
reacted with red blood cells taken from 85 percent of Caucasians in New
York City, who were thus said to be Rh positive, while the remaining 15
percent were Rh negative.

One year earlier (1939), Levine and Stetson published a paper describ-
ing the mother of a stillborn infant who had a severe reaction when trans-
fused with her husband’s blood. They tested the woman’s serum and
found that it reacted with 77 percent of blood donors. They postulated
that the mother had been exposed to blood from her fetus and produced
an antibody that reacted with it. The same antigen was present in the
baby’s father, explaining the woman’s reaction to his blood. Their con-
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clusion was correct, and later they realized that they had discovered the
same antigen (Rh) that was discovered in the following year. The anti-
body found in the mother of the stillborn child was shown to be identi-
cal to the anti-Rh antibody produced in the rabbit by Landsteiner and
Wiener.

The Rh blood group system is the major cause of hemolytic anemia
in the newborn. A fetus who is Rh+ and whose mother is Rh� is at high risk
for this disorder, because the mother will produce antibodies against the
fetal antigen. The first such fetus is usually not at risk since the fetal cells
do not enter the mother’s circulation until the time of birth. Only at this
time does the mother produce anti-Rh+ antibodies. This complicates future
pregnancies, because her antibodies will enter the fetal circulation system
and react with fetal blood, causing hemolysis.

A treatment for Rh� women at risk to have an Rh� fetus is now widely
used. Anti-Rh� antibody is injected into the mother soon after her first
delivery. This antibody coats the fetal Rh� cells in the mother’s circula-
tion, which prevents them from causing antibody production in the
mother and, therefore, her next child will not be at risk for hemolytic
anemia.

The precise genetics of the complex Rh system has been in dispute since
the early discoveries. The Rh blood group system is, in fact, much more
complex than simply Rh� and Rh�. There are two genes, one of which has
four possible alleles, giving six antigens of which five are commonly tested.
The first is D, which is the dominant gene that determines whether one is
Rh� or Rh�. Individuals with genotypes DD and Dd are Rh� and those
who are dd are Rh�. The DD and Dd genotypes cannot be distinguished
from one another, since there is no “anti-d” antibody. The remaining four
antigens are C, c, E, and e. The Rh locus is on the short arm of chromo-
some 1 and consists of two tandem genes. The first, RHCE, codes for non-
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RhD proteins while the second codes for the RhD protein. The Rh polypep-
tide has been sequenced. It contains 417 amino acids. Thus the molecular
genetics conferring different antigenic Rh types is now clear. SEE ALSO

Genotype and Phenotype; Immune System Genetics; Inheritance Pat-
terns; Multiple Alleles.

P. Michael Conneally
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Blotting
Blotting is a common laboratory procedure in which biological molecules
in a gel matrix are transferred onto nitrocellulose paper for further scien-
tific analysis. The biological molecules transferred in this process are DNA
fragments, RNA fragments, or proteins. Because the isolation and charac-
terization of these types of materials is at the center of much molecular biol-
ogy research, blotting is one of the most useful techniques in the molecular
biology laboratory.

The blotting procedure is named differently depending on the type of
the molecules being transferred. When the molecules to be transferred are
DNA fragments, the procedure is called a Southern blot, named for the
man who first developed it, Edward Southern, a molecular biologist at
Oxford University. The Northern blotting procedure, which transfers
RNA molecules, was developed shortly thereafter and, since it was patterned
after Southern blotting, its name was a humorous play on words inspired
by the name of the first procedure. Western blotting got its name in a sim-
ilar fashion. All three blotting methods are relatively easy to carry out, can
be conducted in a short period of time, and provide answers to many ques-
tions that are commonly raised in the field of molecular biology.

The Procedure
All blotting procedures begin with a standard process called gel elec-
trophoresis. During this step, DNA, RNA, or proteins are loaded on to
an agarose or acrylamide gel (that functions like a molecular sieve) and
are then run through an electric field. Two types of gels are commonly
used: agarose gels and acrylamide gels. Agarose gels are based on a mesh-
work of agar filaments and are most often used to analyze DNA and RNA.
Acrylamide gels are based on a meshwork formed from the chemical acry-
lamide and used most often to analyze proteins. Gels are loaded with a
mixture of many differently sized molecules. When pulled through the
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gel by the electric current, they will separate into separate pools on the
basis of their size; smaller molecules migrate farther through the gel than
larger molecules. These separate pools of molecules will appear as bands
on the gel if they are stained with an appropriate dye. After the mole-
cules have been fractionated on the gel, they are ready for transfer to the
nitrocellulose paper.

Transfer is initiated when the gel is retrieved from the electrophore-
sis apparatus and the nitrocellulose paper is carefully laid on top of the
gel. The objective now is to transfer the bands of molecules found in the
gel over to the nitrocellulose paper. Here they become immobilized, and
will reflect the pattern seen on the gel. The paper now serves as a type of
permanent record of the gel’s banding pattern that can be used for fur-
ther analysis.

There are two basic ways the actual transfer, or blotting, is carried out.
One method takes a “sandwich” of gel and nitrocellulose paper and places
it in a special apparatus that sets up an electric field running perpendicular
to the band as preserved in the gel. This pulls the bands of molecules out
of the gel, and they are immediately absorbed onto the nitrocellulose paper.
This method is most commonly employed in Western (protein) blots.

The other method, commonly employed with Southern and Northern
blots, lays the gel on top of a platform that in turn is placed in a tray con-
taining a buffer solution. Underneath the gel is a strip of blotting paper that
is folded down on each side of the platform, so that it dips into the buffer
to serve as a wick. On top of the gel are placed, first, the strip of nitrocel-
lulose paper, then several pieces of blotting paper, and finally a small stack
of paper towels. A weight is then placed on top of the paper towels. The
buffer flows up the blotting paper “wick” by capillary action, then through
the gel, through the nitrocellulose paper, and ultimately into the paper tow-
els. The DNA or RNA in the gel moves with the buffer but sticks to the
nitrocellulose paper on contact. The paper towels soak up the transfer buffer,
but only after it has passed through the gel and deposited the DNA or RNA
on the nitrocellulose paper.

After transfer has been completed, the nitrocellulose paper can be exam-
ined by using probes. Short fragments of DNA that have a nucleotide
sequence complementary to the molecule being analyzed are normally used
as probes in Southern and Northern blots. Antibodies that react with the
protein being analyzed are used as probes in a Western blot. In either case,
the probe is “labeled,” usually by making it radioactive, so that it is easy to
identify. In all blotting experiments, the nitrocellulose paper is placed in a
chamber full of buffer and mixed with the probe, which then binds to the
molecule that is being studied. This is called the hybridization step. Detec-
tion of the probe indirectly detects the molecules being studied.

Illustrative Examples
Blotting is perhaps best understood with illustrative examples. Suppose a
student was studying a newly identified gene, X, from cows. The student
then asks three basic questions as part of a research project: (1) Do pigs also
have gene X on their chromosomes? (2) Do cows express gene X in their
brain tissue? (3) Is the protein product of gene X found in the cow’s blood
plasma? Blotting experiments can answer all three of these questions.
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A Southern (DNA) blot will answer the first question. The student
obtains DNA from a pig, uses a restriction enzyme to cut the DNA into
a large pool of fragments of different sizes, and then fractionates the DNA
fragments using gel electrophoresis. The contents of the gel are then
chemically treated so that the double-stranded DNA molecule “unzips”
and exists in a single-stranded form, which is then blotted onto nitrocel-
lulose paper. At this point, the student can take gene X (or a portion of
the gene) from the cow, label it, make it single-stranded, and use it as a
probe to analyze the pig’s DNA. The labeled probe is then added to the
nitrocellulose blotted with the pig DNA. If the pig’s DNA also contains
gene X, there should be a fragment on the nitrocellulose with a nucleotide
sequence sufficiently complementary to the probe such that the probe
will bind. In other words, the labeled probe will bind to any fragment from
the blotted pig DNA that contains gene X, allowing the student to detect
the presence of gene X in pigs.

To answer the second question, a Northern (RNA) blot would be used.
The procedure is essentially the same as with the Southern blot, except that
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the student would isolate RNA from the cow’s brain tissue and run it out
on the gel. The same DNA probe described above would then be used to
detect whether the RNA that represents gene X expression is present in the
brain.

To answer the third question, the student would use a Western (pro-
tein) blot. This requires the use of an antibody that specifically reacts with
the protein coded for by gene X. The student first obtains plasma from the
cow and uses standard biochemical techniques to isolate the proteins for
analysis. These proteins can then be run out on a gel and transferred to
nitrocellulose. The proteins can then be probed with the labeled antibody.
If the product of gene X is in the plasma, it will bind with the labeled anti-
body and can thus be detected. SEE ALSO Gel Electrophoresis; IN SITU

Hybridization; Restriction Enzymes; Sequencing DNA.

Michael J. Bumbulis
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Breast Cancer
Breast cancer remains the most common cause of cancer among women in
the United States, and it results in more deaths from cancer among women
than any other type of cancer, except lung cancer. Over 40,000 women die
from breast cancer in the United States each year. A long history of research,
now coupled with the new information emerging from the field of molec-
ular genetics, is beginning to explain the basic steps leading to breast can-
cer, and it will enable the development of novel treatment and prevention
strategies.

Almost all breast cancers begin in the glandular structures in the breast
that, during lactation, produce milk. These mammary glands are under the
control of reproductive hormones that stimulate the monthly cycle of gland
expansion and shrinkage, which is a feature of the regular menstrual cycle.
Many of the factors associated with the development of breast cancer appear
to have their effect through interaction with the hormonal stimulation of
these glands.

The risk of developing breast cancer increases throughout a woman’s
lifetime, and the disease is relatively rare in very young women. The over-
all association of breast cancer incidence with increasing age may be
explained by a model of breast cancer in which a progressive and cumula-
tive series of genetic changes within the cells of the glands is necessary for
the initiation of cancer. The longer a woman lives, the more opportunities
there are for these genetic changes to accumulate and reach a stage where
cells can become cancerous.

One of the most consistent epidemiological observations is the associ-
ation of reproductive events with risk of breast cancer. Women who have
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one or more full-term pregnancies have a lower risk for breast cancer, espe-
cially if they are pregnant before age twenty. Pregnancy at an early age may
help to stabilize the mammary glands and make them less vulnerable to
genetic changes later in life. The risk for breast cancer is also significantly
decreased among women undergoing surgical removal of the ovaries, par-
ticularly if the surgery is performed before age thirty-five. This surgery
removes the major source of reproductive hormones and therefore results
in less stimulation of the glands in the breast.

Conversely, the greater number of years a woman has regular menstrual
cycles, the higher the risk of breast cancer. There is also a modest increase
in risk associated with postmenopausal estrogen replacement therapy (espe-
cially when used more than 15 years), and with exposure to the synthetic
estrogen diethylstilbestrol during pregnancy. Studies have found a signifi-
cant correlation between breast cancer and levels of hormones—estradiol,
estrone, estrone sulfate, prolactin, and dehydroepiandrosterone sulfate. A
drug used to treat breast cancer, tamoxifen, blocks estrogen receptors.

Taken together, a significant body of research shows that reproductive
hormones—produced internally and taken as medicines—are major deter-
minants of breast cancer risk. Other factors—including genetic predisposi-
tion, environmental exposure, and lifestyle choices—may increase cancer
risk via hormone regulation.

There are striking racial and ethnic differences in breast cancer inci-
dence and resulting deaths. Overall, rates are highest for Caucasian
women and lowest for Native American and Korean women. The gen-
eral international pattern of breast cancer incidence reveals higher rates
for Western, industrialized nations, and lower rates for less industrial-
ized and Asian countries. Even within the United States, there is signif-
icant geographic diversity in breast cancer rates, with mortality rates
highest in the Northeast and lowest in the South. Much of this variation
is thought to be due to regional differences in reproductive events, such
as the age when women start having children and their use of hormone
medications.
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There is also considerable evidence from international comparisons,
migration studies, and time trends to support an important role for dietary
fat in the causation of breast cancer. However when the diets of specific
population groups are followed over time, no definite causal link can be
demonstrated. The data on fiber and vitamins and minerals is also contra-
dictory. Dietary studies also show a fairly consistent but weak increase in
breast cancer risk with moderate to heavy alcohol consumption. Alcohol may
act by stimulating the production of more internal hormones. Among post-
menopausal women, body weight has also been positively correlated with
both breast cancer incidence and mortality. Although exposure to large
amounts of radiation is associated with an increased risk for breast cancer,
there does not appear to be any risk associated with routine diagnostic imag-
ing, such as chest X rays and mammograms.

Finally, there is limited data to support a protective role for physical
activity, both during leisure time and at work, in terms of breast cancer risk.
The effect is most pronounced among premenopausal and younger post-
menopausal women. The known association of vigorous physical activity
with decreased circulating levels of ovarian hormones may explain this find-
ing, which could have significant public health implications.

Women undergoing breast biopsies whose tissue shows no evidence of
cancer, but whose cells have atypical features or faster-than-normal rates of
growth have an increased risk of breast cancer, with risks up to eightfold
higher in some cases. It is thought that these atypical cells may be a pre-
cursor to the development of breast cancer, or they may act as markers for
genetic instability within the glandular cells.

Population studies have documented that a history of breast cancer in
first-, second-, or third-degree relatives increases cancer risk between
twofold and fourfold. Recently two genes, BRCA1 and BRCA2, have, when
inherited in a mutated form, been associated with a hereditary form of breast
cancer. This form is characterized by early age at onset (5 to 15 years ear-
lier than noninherited cases), cancer in both breasts, and association in the
family with tumors of other organs, particularly of the ovary in women and
prostate gland in men. Among the normal functions of these genes are the
control of the cell cycle and the maintenance of stability of the genes. Both
genes are tumor suppressor genes whose proteins help both to control the
cell cycle and to repair damaged DNA. Mutations interfere with this vital
function, causing damaged cells to reproduce and become cancerous.

The frequency of mutations in BRCA1 in the general population has been
estimated to be 1 in 800. Carrier rates are not distributed evenly, however,
and mutations tend to concentrate in families with multiple cases of breast or
ovarian cancer. Different ethnic groups have unique BRCA1 and BRCA2 muta-
tions. Most notably, three specific mutations are common in Ashkenazic Jews.
Additional founder mutations have been described in Sweden and Iceland.

Individuals who have inherited a mutated BRCA1-2 gene face an esti-
mated 36 percent to 85 percent lifetime risk for breast cancer and an esti-
mated 16 percent to 60 percent lifetime risk for ovarian cancer. Among
female BRCA1 carriers who have already developed a primary breast can-
cer, estimates for a second breast cancer in the opposite breast are as high
as 64 percent by age seventy. Men who test positive for a mutation in the
BRCA2 gene also have a higher lifetime risk for breast cancer.
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The identification and location of these breast cancer genes will now
permit further investigation of the precise role they play in cancer progres-
sion and, specifically, how they interact with reproductive hormones. SEE

ALSO Cancer; Cell Cycle; Colon Cancer; Oncogenes; Tumor Suppres-
sor Genes.

Mary B. Daly
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Caenorhabditis elegans See Roundworm: Caenorhabditis
elegans

Cancer
Cancer is a number of related diseases that are characterized by the uncon-
trolled proliferation and disorganized growth of cells. Tumor cells invade
and destroy normal tissues and may spread throughout the body via the cir-
culatory systems.

A Genetic Disease
Cancer is the result of changes in the genetic material of a cell that cause
the cell to gradually lose the ability to grow in a regulated fashion. These
changes can be brought about by contact with harmful environmental agents
or by inheritance of genes leading to a genetic predisposition.

Cancer risk increases with age, as the probability of accumulating
mutations in the DNA increases with time. Environmental factors
include lifestyle (e.g., smoking), diet (e.g., saturated fats from red meat),
and exposure to certain chemicals (e.g., asbestos, benzopyrenes), ionizing
radiation (e.g., X-rays, radon gas), ultraviolet radiation (e.g., sun, tanning
beds), and certain viruses (e.g., human papillomavirus, Epstein-Barr
virus). Heredity also plays a role in oncogenesis, as mutations in certain
genes increase the probability of developing certain types of cancer. For
instance, women who inherit a mutated copy of the BRCA1 or BRCA2
gene have a greatly increased probability of developing breast cancer at
a young age.

Classification of Cancer Types
The term “cancer” is general, in that it represents a large group of related
diseases that arise from neoplasms. A neoplasm is classified by the type of
tissue in which it arises and the stage to which it has progressed. Neoplasms
are also called tumors. Not all tumors are cancerous. A tumor that grows
in one place and does not invade surrounding tissue is called benign. In con-
trast, invasive tumors are called malignant. These are cancerous.
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Benign or Malignant Tumor
Whether a tumor is benign or malignant determines how potentially life-
threatening it is. Benign tumors are usually harmless, although their loca-
tion may be serious (if surgery to remove the tumor would carry significant
risk). These tumors are not considered cancerous, are relatively slow-
growing, and usually are encased within a fibrous capsule.

Malignant tumors (cancers) have great potential to spread, or metas-
tasize, to other sites in the body. These tumors are fast-growing and
aggressive, and they invade neighboring healthy tissue. They therefore are
considered life threatening.

Type of Tissue
The body consists of many different organs, which in turn are composed of
several different types of tissues. There are three major categories of tissue-
related tumor types: carcinoma, sarcoma, and leukemia/lymphoma. There
are also other specialized tumor categories, such as those of the central ner-
vous system (e.g., brain tumors).

Carcinoma. This is the largest category, containing about 90 percent of all
cancers, and it consists of neoplasms derived from epithelial cells. Epithe-
lial cells make up the outer layers of the skin. They also line the inner struc-
tures of organs such as the lungs, intestines and testes, as well as complex
tissue such as the breast.

Sarcoma. These are solid tumors derived from all connective tissues except
the blood-forming tissues (these are the leukemias and lymphomas). These
tumors account for about 2 percent of all cancers. They occur in such tis-
sues as muscle, bone, and cartilage.

Leukemia and Lymphoma. This group contains about 8 percent of all can-
cers, including blood cancers that originate from the marrow (leukemias)
and from the lymphatic system (lymphomas). This group also includes other
nonsolid tumors of the bone marrow and lymphatic system, such as
myeloma, which affects plasma cells—a type of white blood cell found in
the marrow and in other tissues.
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Site of Origin New Cases* Deaths*

 Male Female Male Female
Breast 1,400 182,800 400 40,800
Colorectal 63,600 66,600 27,800 28,500
Esophagus 9,200 3,100 9,200 2,900
Kidney & Bladder 57,100 27,300 15,400 8,700
Leukemia 16,900 13,900 12,100 9,600
Liver 10,000 5,300 8,500 5,300
Lung 89,500 74,600 89,300 67,600
Lymphoid 35,900 26,400 14,400 13,100
Ovary - 23,100 - 14,000
Pancreas 13,700 14,600 13,700 14,500
Prostate 180,400 - 31,900 -
Skin 34,100 22,800 6,000 3,600
Stomach 13,400 8,100 7,600 5,400
Testis 6,900 - 300 -
Uterine - 48,900 - 11,100
*(the American Cancer Society’s Clinical Oncology, Lenhard R.E., Osteen R.T., Gansler T., 2001)

E S T I M AT E D  N E W  C A N C E R  C A S E S  A N D  D E AT H S  
I N  T H E  U N I T E D  S TAT E S  2 0 0 0

Estimated new cancer
cases and deaths in the
United States in 2000.
Adapted from Lenherd,
2001.



Type of Cell
Classifying a tumor by the type of cell from which it is derived is slightly
more complex than classifying it by the type of tissue, since there are so
many cell types. The main cell types include adenomatous cells (which are
ductal or glandular cells), basal cells (found at the base of the skin), myeloid
blood cells (granulocytes, monocytes, and platelets), lymphoid cells (lym-
phocytes or macrophages), and squamous cells (flat cells). Therefore it is
possible for a cancer classified by its site of origin to be broken up into one
of several cell types. For example, a skin cancer could be either a squamous
cell carcinoma, a basal cell carcinoma, or a melanoma (from a pigment-
producing cell).

Site of Origin
Solid tumors are firm masses that develop from a neoplasm’s originating
organ, such as the brain, esophagus, kidney, liver, lung, ovary, pancreas,
prostate, or testis. Tumors of the blood-forming tissues and lymphatic sys-
tems are not solid and tend to remain free and circulating even when malig-
nant. Some of the common forms of cancer are listed in the table above.

Cancer Progression
There two main steps in cancer progression: the initial growth of the can-
cer and the subsequent spread via metastasis. Solid tumors are subject to
the physiological constraints of biological systems: Without nutrients and
oxygen, they will die. Therefore a solid tumor is initially limited in size to
no larger than 1 to 2 millimeters in diameter (about the size of a small pea).

For a tumor to become aggressive, it needs to be able to nourish the
cells at the center of its mass that are too far away from blood vessels. This
is achieved by angiogenesis. Through mutation, a few cancer cells may gain
the ability to produce angiogenic growth factors. These growth factors are
proteins that are released by the tumor into nearby tissues, where they stim-
ulate new blood vessels to grow into the tumor. This allows the tumor to
rapidly expand in mass and invade surrounding tissue. It also provides a
route for the cancer cells to escape into the new blood vessels and circulate
throughout the body, where they can lodge in other organs forming metas-
tases.

The most common way for a cancer to metastasize is through the lym-
phatic system. The lymphatic system is a network of channels throughout
the body that carry a tissue fluid called lymph.

When a primary neoplasm metastasizes to another location, its cell type
does not change. If leukemia metastasizes to the liver and develops a tumor,
the tumor will display the characteristics of the leukemia, not those of a liver
cancer. In some cases this can help physicians determine the original site of
a tumor.

Genes Altered in Tumors
Although each cell in the body maintains itself and carries out its specific
function, it is part of a large colony of collaborating cells that constitute
the whole organism. A cell communicates with its surrounding cells by
releasing chemical messages, in a process called signal transduction. These
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messages bind to specific receptor proteins on the surface of the sur-
rounding cells. The gene expression of these cells is changed as a result of
the messages.

A hyperplastic cell or a cancerous cell will stimulate neighboring cells
to grow by secreting growth factors. Several types of genes can be mutated
in tumor cells: oncogenes, tumor suppressor genes, DNA repair genes, and
genes involved in cell mortality.

Oncogenes. These genes are involved in signal transduction, and some are
involved in the various phases of the cell cycle. Mutations in cell-cycle reg-
ulation or signal transduction can “push” the cell into dividing rapidly and
without regard to its surroundings. Over 100 oncogenes have been identi-
fied so far. They include genes such as ABL1 (Abelson murine strain
leukemia viral homolog) and EGFR (Epidermal Growth Factor Receptor).

Tumor Suppressor Genes. These genes inhibit cell division, working in a
manner opposite to that of the oncogenes. Surrounding cells secrete growth-
inhibitory signals that help prevent proliferation. These growth-inhibitory
signals work in conjunction with tumor suppressor genes. If a tumor sup-
pressor gene is mutated, proliferating cells can ignore these inhibitory mes-
sages. This group includes the genes p53, BRCA1, and BRCA2.

DNA Repair Genes. These are the genes that provide the cell with the abil-
ity to sense and correct damage to the DNA. Damage to the DNA can be
caused by radiation, chemicals, ultraviolet light, or errors in transcription.
If these errors are not corrected, they accumulate in the genome and can
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quickly increase the chance that a cell will become cancerous. Repair genes
include those in the DNA-ligase and excision-repair gene families.

Genes Involved in Cell Mortality. A normal cell can only undergo about
forty divisions, after which it dies or enters senescence. If a tumor had
this limitation it would be very limited in its size, as it would reach its
forty divisions relatively quickly. This process is controlled by the enzyme
telomerase, which maintains the telomeres (repetitive DNA sequences at
the ends of chromosomes that shorten after each round of DNA replica-
tion, until they reach a length that causes the cell to die) by not allowing
them to shorten. Some cancer cells become immortal as a result of muta-
tions in the telomerase gene, causing the telomeres to be extended indef-
initely, allowing the cell to continue dividing without limit. Other
mutations affect the process of apoptosis.

Cancer does not usually arise by a single event. Instead, two or more
“hits” are needed to convert a well-regulated cell to a cancer cell. This is
the case because each cell contains two copies of each gene, one inherited
from each parent. Most cancer-causing mutations cause a loss of function
in the mutated gene. Often, having only one functional copy is enough to
prevent disease. Thus, two mutations are needed.

This can be illustrated by looking at retinoblastoma, a common cancer
of the retina. The affected gene (called the retinoblastoma gene) is a tumor
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suppressor. Spontaneous mutations are rare, but since there are many mil-
lions of cells in the retina, several will develop the appropriate gene muta-
tion over the course of a lifetime. It would be very unlikely, though, for a
single cell to develop two spontaneous mutations (at least in the absence of
prolonged exposure to carcinogens), and thus spontaneous retinoblastoma
is very rare.

If, however, a person inherits one copy of an already-mutated gene from
one parent, every cell in the eye starts life with one “hit.” The chances are
very high that several cells will suffer another hit sometime during their life,
and so the chances are very high that the person will develop retinoblas-
toma. Since inheriting a single copy of the mutated gene is so likely to lead
to the disease, the gene is said to show a dominant inheritance pattern.

Future Directions in Diagnosis and Treatment
The increased knowledge of cancer at the biochemical and genetic level has
led to many advances toward better diagnosis and treatment of cancer, includ-
ing the design of more specific drugs that are less toxic to normal tissue. This
includes the use of antisense molecules, which are nucleic acid sequences that
are complementary to the mRNA of a target gene. As the two sequences are
complementary, they anneal and thus the mRNA is blocked from being trans-
lated into a protein, resulting in less of that particular protein being pro-
duced (such as growth factor receptors). Drugs specific in blocking
angiogenesis are able to control the growth and spread of tumors, especially
when used in combination with other treatments. SEE ALSO Ames Test;
Antisense Nucleotides; Apoptosis; Breast Cancer; Carcinogens; Cell
Cycle; Colon Cancer; DNA Repair; Mutagen; Mutation; Oncogenes;
Signal Transduction; Telomere; Tumor Suppressor Genes.

Giles Watts
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Carcinogens
Carcinogens are agents that cause cancer, and include chemicals, radia-
tion, and some viruses. While avoiding contact with carcinogenic agents
is wise, it is virtually impossible to steer clear of them completely. Ultra-
violet radiation from the sun, substances in food, and even oxygen can
induce malignancies. In spite of the pervasive nature of carcinogens, how-
ever, not all individuals develop cancer, which suggests that mere contact
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with a carcinogenic agent is insufficient to produce this lethal disease. That
is because organisms have evolved protective mechanisms to prevent can-
cer, and some of these defenses work by thwarting the potentially harm-
ful effects of carcinogens.

Cancer-Causing Chemicals
References to cancer have been found in the annals of human disease since
ancient times, but the disease’s association with carcinogen exposure is a rel-
atively new concept. Sir Percival Potts, a British physician who lived in the
eighteenth century, was the first to suggest that the induction of cancer
might be linked to agents in the environment. Potts had observed high rates
of scrotal and nasal cancer among England’s chimney sweeps, men who were
exposed to accumulated fireplace soot during their work. After some care-
ful studies, Potts suggested correctly that exposure to soot caused the high
cancer rates, providing the impetus for identifying other carcinogens pre-
sent in the environment.
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In retrospect, it was fortuitous that soot was acknowledged as one of
the first carcinogenic agents. Soot is a complex mixture of chemicals that
arises from the combustion of organic material. As scientists and physicians
separated soot’s individual components, it became clear that chemicals
called polycyclic aromatic hydrocarbons (PAHs) were among its principal
carcinogenic compounds. The story became even more intriguing when it
was shown that many PAHs behave as procarcinogens. Procarcinogens do
not cause cancer per se, but they can be converted to active carcinogens by
enzymes located in organs like the liver and lung. The implications of this
discovery are noteworthy. For example, cigarette smoke contains a wide
variety of procarcinogenic PAHs that are turned into active carcinogens in
lung cells. Since smokers draw these PAHs deep into their lungs with each
inhale on a cigarette, one reason that cigarette smoking correlates so highly
with the induction of lung cancer becomes very clear.

Oncogenes and Tumor Suppressors
How do carcinogens cause cancer? Answering this question still forms the
core of much basic research, but a common feature of many carcinogens,
particularly chemicals and radiation, is that they act as mutagens. Mutagens
are agents that generate changes in DNA, sometimes by reacting with the
DNA building blocks, guanine, adenine, thymine, and cytosine, which
results in damaged DNA. When such damage remains in chromosomes,
genes are often mutated in a way that impairs their normal function and
enhances cancer induction. Cells try to prevent such mutations by repair-
ing DNA damage, but they are not always successful. In fact, some indi-
viduals are susceptible to hereditary skin and colon cancers because they lack
the ability to remove damaged DNA from chromosomes.

There are two general classes of genes that contribute to malignant
tumor formation when they are mutated by carcinogens: oncogenes and
tumor suppressor genes. Oncogenes (the prefix “onco-” meaning “tumor”)
are altered versions of normal genes called proto-oncogenes. Proto-
oncogenes encode proteins that are often involved in regulating normal cell
growth and division. When a proto-oncogene is mutated by exposure to a
carcinogen, the protein it encodes may lose its ability to govern cell growth
and division, often giving rise to the rapid, unrestrained cell proliferation
that is characteristic of cancer. In such a case, the mutations in the proto-
oncogene convert it into an actual oncogene.

While many oncogenes have been identified, numerous cancers are asso-
ciated with mutations in one particular proto-oncogene, called ras, which is
an abbreviation for “rat sarcoma.” “Ras” is written as Ras when biologists
refer to the protein, and as ras when they refer to the gene that encodes the
protein. The ras gene encodes Ras protein, which acts to regulate cell
growth. Normally, Ras protein cycles between an “off” and “on” form. Many
carcinogens induce mutations in the ras proto-oncogene, converting it to
a ras oncogene, which encodes a form of the Ras protein that is locked in
the “on” state. By abolishing Ras protein’s regulatory off/on cycle, the accu-
mulated mutations in the ras gene contribute to the formation of malig-
nancies.

Not all oncogenes arise from mutations in normal cellular proto-
oncogenes. In the early twentieth century, Peyton Rous discovered a 
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carcinogenic virus that now bears his name, the Rous sarcoma virus. This
virus harbors a gene called v-src (viral-sarcoma) that is a mutant form of a
normal cellular proto-oncogene called c-src (cell-sarcoma). Like Ras pro-
tein, c-Src protein helps to regulate cell growth. When cells are infected
by Rous sarcoma virus, the v-src gene, which is classified as an oncogene,
is expressed in those cells. High amounts of mutant v-Src protein encoded
by the v-src oncogene are made in the cell, and they dominate the normal
cellular c-Src protein, an event that contributes to abnormal cell growth
and proliferation, eventually leading to cancer.

Tumor suppressor genes encode proteins that tend to repress cancer
formation. When tumor suppressor genes are mutated by carcinogens, they
often lose their ability to stem tumor formation, resulting in cancer. Some
hereditary forms of breast cancer are linked to mutations in a tumor sup-
pressor gene called BRCA-1. BRCA is derived from BReast CAncer. The
BRCA-1 gene encodes BRCA-1 protein, which participates in controlling
cell division, preventing cells from growing out of control, thus contribut-
ing to the suppression of tumor formation. Mutations in the BRCA-1 gene
result in altered BRCA-1 protein that no longer functions correctly in cell-
growth regulation, contributing to the formation of tumors, particularly in
breast tissue.

Reducing Exposure
Decreased carcinogen contact along with improved methods for treating can-
cer provide two important means for curtailing the suffering, expense, and
death associated with the disease. The documented existence of carcinogens
has prompted a worldwide effort to detect additional cancer-causing agents.
A variety of toxicological assessments, including the Ames test, are used to
identify potential mutagens and carcinogens. When possible, established car-
cinogens, such as asbestos, are removed from the environment, home, and
workplace.

Exposure can also be reduced if the population is provided with pro-
tective warnings, like those advising the use of sunblock to shield skin from
the cancer-causing effects of ultraviolet radiation in sunlight. The cost and
manpower of such efforts are enormous, but carcinogen identification is
critical for ensuring that exposure is minimized. A great challenge is reduc-
ing exposure to the carcinogens to which people actively expose them-
selves, most notably cigarette smoke. Prolonged education programs have
helped cut down the use of cigarettes, but continued education is needed
for each new generation. SEE ALSO Ames Test; Breast Cancer; Cancer;
Cell Cycle; DNA Repair; Mutagen; Oncogenes; Tumor Suppressor
Genes.

David A. Scicchitano
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Cardiovascular Disease
Cardiovascular disease is a set of diseases affecting the heart and blood ves-
sels. As with most chronic diseases whose incidence increases with age, it
involves both inherited and environmental contributors and is therefore clas-
sified as a complex genetic disease. Most researchers believe that all major
risk factors for cardiovascular disease have been identified. It is estimated
that cigarette smoking, hypertension, abnormal serum cholesterol (low-
density lipoprotein cholesterol or high-density lipoprotein cholesterol), obe-
sity, lack of physical exercise, and diabetes account for 50 percent of the
variability of risk in high-risk populations. The remaining risk is likely com-
posed of a large number of yet-to-be identified minor risk factors or genetic
influences that account for the development of disease in most individuals.
Investigators who have attempted to estimate the overall contribution of
genetics to the development of cardiovascular disease have proposed num-
bers ranging from 20 to 60 percent, based upon the analysis of large epi-
demiologic studies.

Finding Genes for Cardiovascular Disease
Genetics studies of cardiovascular disease involve searches for genes in two
general classes: causative genes and disease-susceptibility (or disease-modi-
fying) genes. These are sought through gene-linkage analysis or candidate-
gene studies, respectively. Identifying causative genes for this disease is likely
several years away at best. Before that time, however, a new understanding
will have been reached regarding the relationship between inherited risks and
outcomes in cardiovascular disease. With the development of new technol-
ogy, we also have the promise of a detailed catalogue of disease-modifying
genes that may open the door to therapeutic advances.

Gene-linkage analyses involve the study of families that express the car-
diovascular trait of interest. In such studies, it is important also to establish
the relative risk. Relative risk is defined as the probability of developing a
condition (such as cardiovascular disease) if a risk factor (such as a gene) is
present, divided by the probability of developing the condition if the risk
factor is absent. A relative risk greater than 4.0 (that is, a four-fold greater
risk due to presence of a gene or genes) will be associated with a reasonable
likelihood of success in finding associated genes, given a study of 200 sib-
ling pairs demonstrating the condition.

One of the best-studied types of cardiovascular disease is early-onset (or
premature) coronary artery disease, which has a particularly strong genetic
or inherited component. The coronary arteries are those around the heart
that supply it with blood. Early-onset is defined as disease presentation (as
reversible heart pain, heart attack, or cardiovascular surgery) before the age
of 50. Approximately 8 to 10 percent of the U.S. population with cardio-
vascular disease presents before age 50, according to most surveys. Based
upon a number of relatively small epidemiologic studies and several genet-
ics studies in twins, a conservative estimate of the relative risk ratio con-
tributed by genetics to the development of early-onset cardiovascular disease
is between 4.0 and 8.0. Despite the fact that it has an inherited component,
the actual genes responsible for familial predisposition to early-onset coro-
nary artery disease have been incompletely investigated and remain obscure.
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While population-level relative risk for developing cardiovascular dis-
ease can be known with a great deal of accuracy, therefore, this knowledge
cannot be used to counsel or direct therapy for an individual in any given
family. In fact, it has become clear to most practicing cardiologists that even
when we know which cardiovascular risk factors are present, we have a very
limited ability to predict the development of disease in most individuals.

Ongoing Studies
The ongoing studies of the genetics of cardiovascular disease consist of two
general types: those that accumulate individual cases with the goal of per-
forming association candidate-gene studies, and those that collect data from
families (sibling pairs or extended families) with the idea of performing gene-
linkage studies. Candidate-gene studies examine variations in genes that code
for proteins that are likely to be involved in a disease or its prevention, such
as genes controlling cholesterol metabolism or blood pressure. Linkage stud-
ies look for chromosome regions that are co-inherited with risk for disease,
and then look carefully at the region to determine what genes are present.

Patients for both types of studies may be located in similar ways. Dis-
ease registry databases contain information on patients with particular con-
ditions, which may have been collected by hospitals, charitable organizations,
or research organizations. Clinical trials databases are generated during the
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testing of a new drug or other treatment. Population-based longitudinal
studies collect data on a large number of randomly selected people (not just
those with disease) and follow them over many years, to determine what
factors lead to development of disease. Each study has its own contribution
to make, and only through the combined efforts of multiple studies and
approaches will we discover and understand the genetic contributions to the
development of cardiovascular disease.

Goals of Genetic Studies
Many of the promises of genetics investigations have probably been grossly
overstated. The immediate potential of the ongoing and planned investiga-
tions into the genetics of cardiovascular disease is more promising for gene-
directed therapy (the use of genetic information to guide the judicious use
of medical interventions) than for somatic gene therapy (the use of a gene
or gene product which, when introduced into a human organ, changes the
function of the organ).

The realistic promises of current genetics studies include the elucida-
tion of disease mechanisms; the identification of new targets for the devel-
opment of therapeutic pharmacologic agents; and the use of genetic markers
to identify individuals for whom a particular agent is either effective or
unusually hazardous. This approach, called pharmacogenomics, improves
the safety and efficacy of treatments, and enhances the ability to preferen-
tially select subjects for clinical trials based upon genetic predispostion and
for gene-directed therapy. In the latter case, for example, a genetic con-
tributor to the development of early-onset cardiovascular disease might be
used as an additional risk factor whose identification could focus the allo-
cation of preventive resources, whether educational, behavioral, or phar-
macologic, to populations at particularly high risk for the disease. SEE ALSO

Complex Traits; Gene and Environment; Pharmacogenetics and Phar-
macogenomics; Public Health, Genetic Techniques in; Statistics.
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Cell Cycle
The cell cycle is the process by which a cell grows, duplicates its DNA, and
divides into identical daughter cells. Cell cycle duration varies according to
cell type and organism. In mammals, cell division occurs over a period of
approximately twenty-four hours.

In multicellular organisms, only a subset of cells go through the cycle
continuously. Those cells include the stem cells of the hematopoietic sys-
tem, the basal cells of the skin, and the cells in the bottom of the colon
crypts. Other cells, such as those that make up the endocrine glands, as well
as liver cells, certain renal (kidney) tubular cells, and cells that belong to
connective tissue, exist in a nonreplicating state but can enter the cell cycle
after receiving signals from external stimuli. Finally, postmitotic cells are
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incapable of cell division even after maximal stimulation, and include most
neurons, striated muscle cells, and heart muscle cells.

The cell cycle is functionally divided into discrete phases. During the
DNA synthesis (S) phase, the cell replicates its chromosomes. During the
mitosis (M) phase, the duplicated chromosomes are segregated, migrating
to opposite poles of the cell. The cell then divides into two daughter cells,
each having the same genetic components as the parental cell. Mammalian
cells undergo two gap, or growth, phases (G1 and G2). G1 occurs prior to
the S phase, and G2 occurs before the M phase.

Control of the Cycle
During the G1 and G2 phases, cells grow and make sure that conditions are
proper for DNA replication and cell division. During the G1 phase, cells
monitor their environment and determine if conditions, including the avail-
ability of nutrients, growth factors and hormones, justify DNA replication.
The decision to initiate replication is made at a specific “checkpoint” in G1

called the “restriction point.”

The processes of DNA replication and mitosis, and intervening events
during the cell cycle, occur in a highly ordered and specific manner. A com-
plex network of proteins ensures that these events occur at the proper times.
Intracellular and extracellular signals block cell-cycle progression at check-
points if certain events have not yet been completed. After the restriction
point, the cell is committed to replicating its genome and dividing, com-
pleting one round of the cell cycle. If, prior to the restriction point, cells
sense inadequate growth conditions or receive inhibitory signals from other
cells, they enter G0 (G-zero) phase, also called quiescence. In the G0 phase,
they are maintained for prolonged periods in a nondividing state. If cells
sense such conditions after the restriction point, they complete the current
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round of the cell cycle and exit to G0 during the subsequent G1 phase. The
G2 phase is shorter than G1, but it, too, consists of important mechanisms
that control the completion and fidelity of DNA replication and that pre-
pare the cell for entry into mitosis. Whereas some conditions cause cells to
enter the G0 phase, others trigger apoptosis. One such signal that may trig-
ger apoptosis is if a cell’s DNA has undergone significant damage.

After the restriction point, at the transition from the G2 to the M phase,
another checkpoint occurs. Mitosis is prevented if DNA damage has
occurred or if genomic replication is not complete. The final key check-
point occurs at the end of mitosis, when the cycle stops if chromosomes are
not properly attached to the mitotic spindle.

Proteins That Regulate the Cycle
The mammalian cell cycle control system is regulated by a group of pro-
tein kinases called cyclin-dependent kinases (CDKs). These proteins cat-
alyze the attachment of phosphate groups to specific serine or threonine
amino acids in a target protein. The phosphate groups alter the target pro-
tein’s properties, such as its interaction with other proteins. (The alteration
of protein activity by the attachment of phosphate groups occurs frequently
in cells.)

CDKs are called “cyclin-dependent” because their activity requires their
association with activating subunits called cyclins. While the number of
CDKs in a cell remains constant during the cell cycle, the levels of cyclins
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oscillate. There are G1 cyclins, S-phase cyclins, and G2/M cyclins, each of
which interact differently with CDK subunits to regulate the various phases
of the cell cycle. CDKs can also associate with inhibitory subunits called
CDK inhibitors (CKIs). In response to signals that work against prolifera-
tion, such as growth factor deprivation, DNA damage, cell-cell contact inhi-
bition and lack of cell adhesion, CKIs cause the cell cycle to halt.

By the end of 2001, many structurally related cyclins (A1, A2, B1, B2,
B3, B4, B5, C, D1, D2, D3, E1, E2, F, G1, G2, H, I, L, and T) and nine
CDKs (CDK1 to CDK9) were identified in mammalian cells. Complexes
of cyclin D and CDK4, as well as complexes of cyclin D and CDK6, oper-
ate during the G1 phase. Complexes of cyclin A and CDK2, as well as com-
plexes of cyclin E and CDK2, act during the transition from the G1 to the
S phase. Complexes of cyclin A and CDK1, as well as cyclin B and CDK1,
function during the transition from the G2 to the M phase.

Active complexes of cyclins and CDKs exert their biological effects by
phosphorylating proteins. During the G1 phase, a major target of cyclin/
CDK complexes is the retinoblastoma protein (pRb). pRb is a growth-
suppressing protein whose activity is controlled by whether or not it is phos-
phorylated.

When pRb is in the dephosphorylated form, during the G0 phase and
early in the G1 phase, it is active. pRb exerts its growth-suppressing effects
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by binding to many cellular proteins, including the transcription factors
of the E2F family (Figure 1). E2F transcription factors regulate the expres-
sion of numerous genes that are expressed during G1, or at the transition
from the G1 to the S phase, to initiate DNA replication.

pRb that is bound to an E2F transcription factor inhibits the tran-
scription factor’s activity. Following phosphorylation by cyclin/CDK com-
plexes, pRb dissociates from E2F, allowing the transcription factor to bind
DNA sequences and activate the expression of genes necessary for the cell
to enter the S phase. Cyclin D1/CDK4 complexes phosphorylation of pRb
during the middle of the G1 phase. They allow for subsequent phosphory-
lation of pRb by additional cyclin/CDK complexes that act later in the cell
cycle.

Two families of CKIs have been identified, based on their amino acid
sequence similarity and the specificity of their interactions with CDKs. One
of the families of CKIs, the INK family, includes four proteins (p15, p16
p18 and p20). These CKIs exclusively bind complexes of cyclin D and
CDK4, as well as complexes of cyclin D and CDK6, to block cells that are
in the G1 phase of the cell cycle. The other family of CKIs, the Cip/Kip
family, consists of three proteins (p21, p27, and p57). These inhibitors bind
to all complexes of cyclins and CDKs that function during the G1 phase and
during the transition from the G1 to the S phase. They act preferentially,
however, to block the activity of complexes containing CDK2.

Deregulation and Cancer
Deregulation of cell cycle control proteins plays a key role in the develop-
ment of cancer. Overactivation of proteins that favor cell cycle progression,
namely cyclins and CDKs, and the inactivation of proteins that impede cell
cycle progression, such as CKIs, can result in uncontrolled cell proliferation.

In human tumors, it is genes encoding the proteins that control the
transition from the G1 to the S phase that are most commonly altered. These
genes include those for cyclins, CKIs, and pRb. Such mutations overcome
the inhibitory effects of pRb on the cell cycle, causing cells to have a growth
advantage. In some cancers, this occurs after the direct mutation of the pRb
gene, resulting in the protein’s loss of function. In a larger set of cancers,
pRb is indirectly inactivated by the hyper-activation of CDKs. This may
result from over expression of cyclins, from an activating mutation in CDK4,
or from inactivation of CKIs.

There is much evidence to suggest that cyclins can act as oncogenes to
induce cells to become cancerous. In particular the G1 cyclins, cyclin D1,
and cyclin E have been implicated in the development of cancer. Over-
expression of the cyclin D1 protein is frequently detected in human breast
cancer, and increasing evidence suggests that cyclin E overexpression plays
an important role in the pathogenesis of breast cancer.

CKIs antagonize the function of cyclins, and considerable evidence
suggests that these proteins function as tumor suppressors. CKI function
is often altered in cancer cells. The gene encoding p16, a protein that
belongs to the INK family of CKIs, is mutated, deleted, or inactivated in
a large number of human malignancies and tumors. Such alterations 
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prevent the inhibition of cyclin D/CDK4 and cyclin D/CDK6 complexes
during G1.

Decreased expression of p21 and p27, proteins that belong to the
Cip/Kip family of CKIs, also has been demonstrated in numerous human
tumors. In contrast to the genetic mutations observed with p16, the
decrease in p27 levels in tumors is due to enhanced degradation of the p27
protein. One of the proteins required for the degradation of p27, Skp2,
has oncogenic properties. Skp2 over expression is observed in several
human cancers and likely contributes to the uncontrolled progression of
the cell cycle by increasing the degradation of p27. Understanding of the
fine details of cell cycle regulation is likely to lead to specific cancer ther-
apies targeting one or more of these important proteins. SEE ALSO Apop-
tosis; Cancer; Cell, Eukaryotic; Meiosis; Mitosis; Oncogenes;
Replication; Signal Transduction; Tumor Suppressor Genes; Tran-
scription Factors.

Joanna Bloom and Michele Pagano
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Cell, Eukaryotic
All living organisms are composed of cells. A eukaryotic cell is a cell with a
nucleus, which contains the cell’s chromosomes. Plants, animals, protists, and
fungi have eukaryotic cells, unlike the Eubacteria and Archaea, whose cells
do not have nuclei and are therefore termed prokaryotic. In addition to hav-
ing a nucleus, eukaryotic cells differ from prokaryotic cells in being larger
and much more structurally and functionally complex. Eukaryotic cells con-
tain subcompartments called organelles, which carry out specialized reactions
within their boundaries. A eukaryotic cell may be an individual organism,
such as the amoeba, or a highly specialized part of a multicellular organism,
such as a neuron.

Physical Characteristics
A typical eukaryotic cell is about 25 micrometers in diameter, but this aver-
age hides a large range of sizes. The smallest cell is a type of green algae,
Ostreococcus tauri, with a diameter of only 0.8 micrometers, about the size of
a typical bacterium. The human sperm is about 4 micrometers wide, but 40
micrometers long, while the egg is about 100 micrometers in diameter. Sin-
gle neurons can be a meter or more in length. While schematic diagrams
often picture cells as simple cubes or spheres, most cells have highly indi-
vidual shapes. Human red blood cells are flattened disks indented on either
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side; muscle cells are highly elongated; neurons are long and thin with many
branches on each end; and white blood cells constantly change their shapes
as they crawl through the body.

Cells are also often depicted as a bag of fluid with a smattering of struc-
tures within, but this is far from the truth. Instead, the interior of the cell
is a dense network of structural proteins, collectively termed the cytoskele-
ton, within which is embedded a large collection of organelles. The mate-
rial within the cell except for the nucleus is called the cytoplasm. The
nonorganelle portion of the cytoplasm is called the cytosol. The consistency
of the cytoplasm is much like egg white, and not at all like freely flowing
water.

Membranes
Eukaryotic cells include large amounts of membrane, which enclose the cell
itself and surround each of the organelles. The membrane surrounding the
cell is termed the plasma membrane. Membranes are bilayered structures,
made of two layers of phospholipid molecules, built from phosphoric acids
and fatty acids. One end of the phospholipid molecules (the exterior head) is
hydrophilic, and it is oriented to the outer side of the membrane; the other
end (the interior tails) are hydrophobic. Despite this, water molecules can
pass freely through the bilayer, as can oxygen and carbon dioxide. Ions
such as sodium or chloride cannot pass through, however, and neither can
larger molecules such as sugars or amino acids. Instead, these materials
must pass through the membrane via specialized proteins. This selective
permeability allows the membrane to control the flow of materials in and
out of the cell and its organelles.

Proteins and Membrane Transport
Proteins are long chains of amino acids. They have unique shapes and chem-
ical properties that dictate their diverse functions. Proteins govern the range
of materials that enter and leave the cell, relay signals from the environment
to the interior, and participate in many metabolic reactions, harvesting or
harnessing energy to transform raw materials into the molecules needed by
the cell for growth, repair, or other functions. Cytoskeleton proteins give
the cell its structure. Approximately half the weight of a membrane is due
to the proteins embedded in it. Proteins give each organelle, and the cell as
a whole, its unique character.

As noted, ions cannot pass freely through the cell’s phospholipid mem-
brane. Instead, most ions flow through special channels built from multi-
ple protein subunits that together form a pore from one side of the
membrane to the other. Some channels are gated, fitted with proteins that
act as hinged doors, blocking the opening until stimulated to swing out of
the way. Neurons, for instance, have gated sodium channels that open to
allow an electrical impulse to pass and then close to recharge the cell for
another firing. Molecules can also cross the membrane attached to pro-
tein pumps that are powered by ATP. Transport of scarce molecules such
as sugars can also be powered indirectly, by coupling their movement to
the flow of another substance. In addition to traversing the membrane
directly, water passes through special channels formed by a protein called
aquaporin.
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Signal Transduction
Proteins, including membrane proteins, also play critical roles in signal
transduction, or relay. Signals can include hormones, ions, environmental
changes such as odors or light, or mechanical disturbances such as stretch-
ing. A hormone is a small molecule released by one cell in the body to influ-
ence the behavior of another. A hormone exerts its influence by binding to
a protein receptor in the target cell either on the membrane or within the
cytoplasm. Cells that do not make receptors for a particular hormone are
not susceptible to its effects. Adrenaline and testosterone are examples of
hormones that illustrate two major modes of hormone action.

Adrenaline binds to a membrane-spanning receptor that projects both
to the outside and the inside of the cell. The binding of adrenaline to the
exterior portion changes the shape of the receptor, which in turn sets in
motion other changes within the cell. The result is the production of a mol-
ecule called cyclic AMP (adenosine monophosphate), another form of the
adenosine nucleotide. This “second messenger” binds to a variety of enzymes
within the cell, activating them and leading to production of a variety of
products. The exact set of enzymes turned on by cyclic AMP and the exact
set of consequences depend on the particular cell. Kidney cells, for instance,
increase their permeability to water, while liver cells release sugar into the
bloodstream. The unique set of proteins within each cell is determined by
the genes it has expressed, which in turn is determined by its own history
and the hormones and other influences to which it has been exposed.

Testosterone’s effects come on more slowly than adrenaline’s, but last
much longer. Testosterone passes through the plasma membrane and binds
to a receptor in the cytosol. Once this occurs, the receptor-hormone complex
is transported to the nucleus. Here, it binds to DNA, altering the rate of gene
expression for a wide variety of genes. Thus, testosterone acts as a tran-
scription factor. The prolonged action of testosterone is in part because it
stimulates the production of new, long-lasting proteins that alter the cell’s
function for much longer than the very rapid and short-lived effects of adren-
aline.

Cells continually respond to signals, and they influence other cells
through the signals they release. Signaling pathways within the cell control
the rate of cell division, the development and differentiation of the cell, the
secretion of proteins and other molecules, and the response to injury, among
many other reactions.

Metabolism
Metabolism refers to the entire set of reactions within the cell. Most reac-
tions can be classified as either anabolic or catabolic. Anabolic reactions use
stored energy to build more complex molecules from simpler ones. Protein
synthesis is an example. Catabolic reactions break down complex molecules
to simpler ones, releasing energy in the process that may be harvested and
stored by the cell. Glucose breakdown is an example.

The energy transfer in each type of reaction almost always involves the
interconversion of ATP and ADP (adenosine diphosphate). Energy is
released when ATP loses a phosphate to become ADP, while energy is
required to make ATP from ADP and phosphate. ATP can also be con-
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verted to AMP by the loss of two phosphates. This reaction, which releases
even more energy, is used in replication of DNA and synthesis of RNA
(transcription).

Mitochondrion
Glucose breakdown begins in the cytosol, but the majority of the process
occurs in the mitochondrion, the energy-harvesting organelle of the cell. In
addition to participating in the breakdown of glucose (and making ATP in
the process), the mitochondrion is also involved in breaking down fats and
amino acids. All these fuels are processed in two major steps, termed the
Krebs cycle and the electron transport chain. In the Krebs cycle, the car-
bon skeletons are broken apart to make CO2, while the hydrogen atoms are
removed on special nucleotide carriers. In the electron transport chain, the
hydrogens are stripped of their energy in a series of steps to make ATP, and
in the end are reacted with oxygen to form water. The mitochondrion con-
sumes virtually all the oxygen used by the cell. The mitochondrion also par-
ticipates in many anabolic reactions, using the intermediates of the Krebs
cycle as a source of carbon skeletons for creating and modifying nucleotides,
amino acids, and other building blocks of the cell.
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The mitochondrion is the descendant of a once free-living bacterium
that took up residence inside an ancient cell, probably to take advantage of
high-energy molecules the host could not metabolize. Mitochondria retain
their own DNA on their own bacteria-like chromosome, although over time
most of the original mitochondrion’s genes were transferred to the host and
now reside in the nucleus.

Chloroplast
The cells of plants and some protists possess chloroplasts, whose green
chlorophyll gives plant leaves their characteristic color. Embedded in an
internal membrane, chlorophyll absorbs sunlight and funnels it to a com-
plex set of proteins nearby. Light energy is used to split water into oxygen
(released as a waste product) and hydrogen, which is attached to nucleotide
carriers. The hydrogen is then reacted with CO2 from the air to form sug-
ars, the essential high-energy product that powers all of life. Like the mito-
chondrion, the chloroplast is a relic of a former free-living bacterium, and
has its own DNA on its own chromosome.

Nucleus
The nucleus contains the chromosomes. Chromosomes contain the genes,
which are DNA sequences used to create RNA. The nucleus is bounded by
a double membrane, called the nuclear envelope. Numerous large pores pro-
vide channels through which materials enter and exit. One of the chief
exports of the nucleus is messenger RNA, which is used in the cytoplasm
for protein construction.

Translation occurs in the cytoplasm at ribosomes, large complexes
made of protein and RNA. Ribosomes are assembled in the nucleus, in the
region called the nucleolus. RNA is synthesized by the enzyme RNA poly-
merase, which unwinds DNA and transcribes short portions, known as genes.
These RNA molecules are processed further before being exported as mes-
senger RNA. Other RNAs made in the nucleus include the RNA used in
ribosomes (ribosomal RNA), RNAs that carry amino acids to the ribosome
(transfer RNA), and a host of small RNAs that mostly function in the nucleus
to modify other RNAs.

Protein Synthesis, Modification, and Export
Messenger RNA exported from the nucleus binds to a ribosome in the
cytosol, which then proceeds to translate the genetic message into a protein.
Some proteins, with their ribosomes, remain free in the cytosol throughout
translation, but others do not. Those that do not remain free carry a special
sequence of amino acids at their leading end, called a signal peptide. This
sequence directs the growing protein with its ribosome to the surface of the
endoplasmic reticulum (ER), the most extensive organelle in the cell. Here,
the ribosome attaches and extrudes the growing protein into the interior, or
lumen, of the ER. Attachment of numerous ribosomes gives portions of the
ER a rough appearance under the electron microscope. The ER also syn-
thesizes most of the lipids used in the cell’s many membranes. Lipid-
synthesizing ER does not have ribosomes attached, and so appears smooth.

Many of the proteins entering the ER lumen are destined for other com-
partments in the cell, and contain organelle-specific targeting sequences that
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direct them to their final destination. Most of these proteins are first mod-
ified by the addition of branched sugar groups to make “glycoproteins.”
Most proteins in the plasma membrane, for instance, are glycoproteins.
The full range of functions of these sugar groups is unknown, but they
may help the protein to fold correctly after synthesis, act in cell-cell
recognition and adhesion, and promote appropriate interactions with
other proteins.

Proteins are further modified and sorted in the Golgi apparatus, a set
of flattened membrane disks that is continuous with the ER. Here proteins
and lipids are packaged in vesicles that bud off and travel along the
cytoskeleton to their final destination. Fusion of the vesicle membrane with
the target membrane delivers the contents to the target organelle. Proteins
and other materials that the cell exports travel to the plasma membrane via
vesicles. Fusion of the vesicle with the plasma membrane delivers the con-
tents to the exterior of the cell.

Cell Cycle
Cells must reproduce in order for the organism to grow or repair dam-
age. For single-celled organisms, cellular reproduction creates a new
organism. Each new cell must get a complete set of chromosomes, which
therefore must be duplicated and evenly divided between the two daugh-
ter cells.

The orderly series of events involving cell growth and division is
termed the cell cycle. Immediately following a division, the cell grows by
taking up and metabolizing nutrients, and by synthesizing the many pro-
teins, lipids, nucleic acids, sugars, and other molecules it needs. DNA repli-
cation occurs next, making duplicate chromosomes, followed by a short
period in which the cell synthesizes the numerous proteins specific for cell
division itself.

Cell division includes two linked processes: mitosis, or chromosome
division, and cytokinesis, or cytoplasm division. Triggered by specific pro-
tein changes, the chromosomes begin to coil up tightly and become visible
under the microscope. Cytoskeleton fibers attach to them, and position the
chromosomes in pairs along the cell’s imaginary equator. At the same time,
the nuclear envelope breaks down into numerous small vesicles. The
cytoskeleton fibers (termed the spindle) pull the chromosome duplicates
apart, segregating one member of each pair to opposite sides of the cell.
Other cytoskeleton proteins pinch the membrane along the equator (in ani-
mal cells) or build a wall across it (in plant cells) to separate the two cell
halves, ultimately forming two daughter cells. Finally, the nuclear envelope
re-forms and the chromosomes uncoil, starting a new round of the cell cycle.
SEE ALSO Archaea; Cell Cycle; Eubacteria; Inheritance, Extranuclear;
Meiosis; Mitochondrial Genome; Mitosis; Nucleus; Proteins; Ribo-
some; RNA Processing; Signal Transduction; Transcription Factors;
Translation.

Richard Robinson
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Centromere
During mitosis in a typical plant or animal cell, each chromosome divides
longitudinally into two sister chromosomes that eventually separate and
travel to opposite poles of the mitotic spindle. At the beginning of mitosis,
when the sister chromosomes have split but are still paired, every chromo-
some attaches to the spindle at a specific point along its length. That point
is referred to as the centromere or spindle attachment region.

Images from an electron microscope show that each sister is attached
to fibers emanating from only one pole of the spindle. This allows the sis-
ters to be pulled to opposite poles during mitosis. The electron microscope
images also show that the spindle fibers do not terminate on the chromo-
somes themselves but rather on separate structures, known as kinetochores.
Kinetochores are trilaminar bodies that assemble at the centromeres dur-
ing the early stages of mitosis and disappear after the chromosomes have
separated.

The budding yeast Saccharomyces cerevisiae has the simplest known cen-
tromeres consisting of a DNA segment only 110 bases in length. The
DNA segment in the yeast centromere binds to specific proteins, which,
like the kinetochores in higher organisms, link the chromosome to spin-
dle fibers during mitosis. Centromeres of higher plants and animals are
much larger, consisting of thousands or millions of bases of DNA and
numerous proteins. For reasons that are unknown, centromeres are often
flanked by long segments of DNA that do not contain functional genes.
These nonfunctional DNA segments, called pericentric heterochro-
matin, vary in length in different organisms. In some cases they consti-
tute more than half of the whole chromosome.

The crucial role of centromeres in the orderly behavior of chromo-
somes can be demonstrated by using X rays or other treatments that cause
chromosomes to fragment. Pieces of chromosomes that lack centromeres
(acentric fragments) do not attach to the spindle and are not pulled to the
poles during mitosis. They generally are not included in the nuclei that
are newly formed after cell division, and they usually degenerate in the
cytoplasm.

Conversely, two fragments that each contain a centromere sometimes
fuse, producing a dicentric chromosome. If the two centromeres happen to
attach to the same pole at mitosis, the chromosome may move intact to that
pole. However, if the centromeres attach to opposite poles, the chromosome
will be stretched during mitosis and will eventually break. In general, there-
fore, only chromosomes with one centromere are stable.

Some organisms, including hemipteran insects and nematode worms,
have holocentric or holokinetic chromosomes. In these organisms, spindle fibers
attach all along one side of each sister chromosome, and the chromosomes
are pulled more or less sideways to the pole.

Centromeres also play an important role during meiosis, in which the
number of chromosomes is halved. The first meiotic division differs from a
typical mitotic division in two respects:

1. In the first meiotic division, chromosomes derived from the organism’s
maternal and paternal parents pair at the beginning of meiosis. As in
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a typical mitosis, each of these chromosomes has split into two sisters,
so after pairing there are four chromosomes in a group.

2. When these four chromosomes attach to the spindle, sister chromo-
somes attach to the same pole, not to opposite poles as occurs in mito-
sis.

As a result, both maternal chromosomes move to one pole, while both
paternal chromosomes move to the opposite pole. It is this unique behav-
ior of the centromeres at meiosis that accounts for the separation of mater-
nal and paternal genes during formation of sperm and eggs, which in turn
is the basis of Mendelian genetics. SEE ALSO Cell Cycle; Chromosome,
Eukaryotic; Meiosis; Mendelian Genetics; Mitosis.

Joseph G. Gall
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Chaperones
Molecular chaperones are proteins and protein complexes that bind to mis-
folded or unfolded polypeptide chains and affect the subsequent folding
processes of these chains. All proteins are created at the ribosome as
straight chains of amino acids, but must be folded into a precise, three-
dimensional shape (conformation) in order to perform their specific func-
tions. The misfolded or unfolded polypeptide chains to which chaperones
bind are said to be “non-native,” meaning that they are not folded into
their functional conformation. Chaperones are found in all types of cells
and cellular compartments, and have a wide range of binding specificities
and functional roles.

Discovery of Chaperones
Chaperones were originally identified in the mid-1980s from studies of pro-
tein folding and assembly in plant chloroplasts. A new protein was identi-
fied that was required for correct folding of a large enzyme complex in
chloroplasts, yet the mysterious protein was not associated with the final
assembled complex. It was quickly determined that this “chaperone” pro-
tein directing correct assembly was identical to one of the many proteins
expressed at high levels when cells are grown at high temperatures (hence
the common alternative name, “heat-shock protein,” or Hsp).

It was later discovered that chaperones recognize the non-native, par-
tially misfolded states of proteins that accumulate during high temperature
stress. Most chaperones are also abundantly expressed under normal cell
growth conditions, where they recognize non-native conformations occur-
ring during both protein synthesis (prior to correct polypeptide chain fold-
ing), and later misfolding events.

Recognizing and Correcting Mistakes
Careful study, both in vivo and in the test tube, has demonstrated that mol-
ecular chaperones bind to their non-native substrate proteins by recogniz-
ing exposed non-polar surfaces (“non-polar” means that they are not
attracted to water). In correctly folded proteins, these surfaces are usually
buried away from the watery environment surrounding the protein. Chap-
erones promote correct folding of their substrate proteins by unfolding
incorrect polypeptide chain conformations, and, in some cases, by provid-
ing a sequestered environment in which correct protein folding can occur.
The activity of chaperones often requires the binding and hydrolysis of
adenosine triphosphate (ATP).

Although only 20 to 30 percent of polypeptide chains require the assis-
tance of a chaperone for correct folding under normal growth conditions,
molecular chaperones are absolutely required for cell viability. Discussed
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below are a few of the most common classes of molecular chaperones and
their effects on protein folding in the cell.

Two Common Chaperone Systems: Hsp70 and Hsp60
Hsp70 chaperones (so called because their size is approximately 70,000 dal-
tons, or atomic mass units) are a very large family of proteins whose amino
acid sequences are very similar, indicating how important their structure is
to their function. A single cell or cellular compartment may contain multi-
ple Hsp70 chaperones, each with a specific function. In addition, the Hsp70
chaperones often work in concert with one or more smaller co-chaperone
proteins, which serve to modulate the activity of the chaperone.

Some of the well-studied Hsp70 chaperones include DnaK from the
bacterium Escherichia coli, the Ssa and Ssb proteins from yeast, and BiP (for
“binding protein”) from the mammalian endoplasmic reticulum. Hsp70
chaperones are often located where unfolded polypeptide chains typically
appear. For example, Ssb chaperones associate with ribosomes, so that they
are close to newly synthesized, unstructured polypeptide chains. It is thought
that the binding of Hsp70 chaperones to these unfolded chains prevents
inappropriate partial folding until the entire polypeptide chain is available
for correct folding.

Hsp60 chaperones (also called “chaperonins”) are barrel-shaped struc-
tures composed of fourteen to sixteen subunits of proteins that are approx-
imately 60,000 daltons in size. Each subunit has a patch of non-polar amino
acid groups lining the inner surface of the barrel; this patch recognizes the
exposed non-polar amino acids of misfolded proteins. The binding and
hydrolysis of ATP triggers conformational changes within the barrel, which
(1) unfolds the misfolded conformation and releases the unfolded chain into
the center of the barrel, (2) closes the top of the barrel with the binding of
a co-chaperone “cap,” and thereby (3) provides a protected environment in
which correct folding can occur. Upon dissociation of the co-chaperone, the
fully or partially folded protein is released into the general cellular envi-
ronment.

The most extensively studied Hsp60 chaperones include GroEL from
E. coli and TRiC/CCT from eukaryotic cells. GroEL appears to function as
a general chaperone and interacts with 10 to 15 percent of all E. coli polypep-
tide chains, with a definite bias toward proteins that are small enough to fit
within its central cavity. TRiC/CCT recognizes a much smaller set of pro-
teins, and appears to play an additional role in the assembly of multiprotein
complexes.

Other Chaperone Systems
While Hsp70 and Hsp60 chaperones are the most extensively studied chap-
erone systems, there are many other chaperones with distinct cellular func-
tions. These functions include modifying polypeptides after formation by
altering the bonds within and between chains. It appears that some chaper-
ones, in addition to attempting to rescue partially misfolded proteins, also
alert the protein degradation system of the cell to the presence of substrate
proteins that are too misfolded for rescue. It is expected, with the explosion
of information provided by genome sequencing efforts, that many additional
chaperones will be identified in the near future.
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Chaperones and Human Disease
It is clear that molecular chaperones assist with the folding of newly syn-
thesized proteins and correct protein misfolding. Recent studies now sug-
gest that defects in molecular chaperone/substrate interactions may also play
a substantial role in human disease. For example, mutations linked to
Alzheimer’s disease have been shown to disrupt the expression of chaper-
ones in the endoplasmic reticulum. In addition, several genes linked to eye
degeneration diseases have recently been identified as putative molecular
chaperones. SEE ALSO Cell, Eukaryotic; Post-translational Control;
Proteins; Ribosome; Translation.

Patricia L. Clark

Bibliography

Frydman, Judith. “Folding of Newly Translated Proteins In Vivo: The Role of Mol-
ecular Chaperones.” Annual Review of Biochemistry 70 (2001): 603–647.

Wickner, Sue, Michael R. Maurizi, and Susan Gottesman. “Posttranslational Qual-
ity Control: Folding, Refolding, and Degrading Proteins.” Science 286 (1999):
1888–1893.

Chaperones

118

ribosome

heat-shock protein 70

heat-shock protein 40

chaperonin

finished protein

mRNA

protein being synthesized

Heat-shock proteins and
chaperonins cooperate to
fold newly synthesized
proteins. The correct
three-dimensional
conformation is essential
for protein function.
Adapted from
<http://www.nurseminerva
.co.uk/chaperon.htm>.



Internet Resources

“Chaperone.” Nurse Minerva. <http://www.nurseminerva.co.uk/chaperon.htm>.
“Innovations.” Environmental Health Perspectives. National Institutes of Health.

<http://ehpnet1.niehs.nih.gov/docs/1994/102-6-7/innovations.html>.
“Molecular Chaperones.” Federation of American Societies for Experimental Biol-

ogy. <http://www.faseb.org/opar/protfold/molechap.html>.

Chromosomal Aberrations
Chromosomal aberrations are abnormalities in the structure or number of
chromosomes and are often responsible for genetic disorders. For more than
a century, scientists have been fascinated by the study of human chromo-
somes. It was not until 1956, however, that it was determined that the actual
diploid number of chromosomes in a human cell was forty-six (22 pairs of
autosomes and two sex chromosomes make up the human genome). In 1959
two discoveries opened a new era of genetics. Jerome Lejeune, Marthe Gau-
tier, and M. Raymond Turpin discovered the presence of an extra chromo-
some in Down syndrome patients. And C. E. Ford and his colleagues, P. A.
Jacobs and J. A. Strong first observed sex chromosome anomalies in patients
with sexual development disorders.

Advances in Chromosomal Analysis
Identification of individual chromosomes remained difficult until advances in
staining techniques such as Q-banding revealed the structural organization 
of chromosomes. The patterns of bands were found to be specific for indi-
vidual chromosomes and hence allowed scientists to distinguish the differ-
ent chromosomes. Also, such banding patterns made it possible to recognize
that structural abnormalities or aberrations were associated with specific
genetic syndromes. Chromosome disorders, or abnormalities of even a
minute segment (or band) are now known to be the basis for a large num-
ber of genetic diseases.

Chromosomal disorders and their relationship to health and disease are
studied using the methods of cytogenetics. Cytogenetic analysis is now an
integral diagnostic procedure in prenatal diagnosis. It is also utilized in the
evaluation of patients with mental retardation, multiple birth defects, and
abnormal sexual development, and in some cases of infertility or multiple
miscarriages. Cytogenetic analysis is also useful in the study and treatment
of cancer patients and individuals with hematologic disorders. The types of
chromosomal abnormalities that can be detected by cytogenetics are numer-
ical aberrations, translocations, duplications, deletions, and inversions.

Chromosomal Aberrations
Chromosomal abnormalities can result from either a variation in the chro-
mosome number or from structural changes. These events may occur spon-
taneously or can be induced by environmental agents such as chemicals,
radiation, and ultraviolet light. However, mutations are most likely due to
mistakes that occur when the genes are copied as the cells are dividing to
produce new cells. These abnormalities may involve the autosomes, sex
chromosomes, or both. The disruption of the DNA sequence or an excess
or deficiency of the genes carried on the affected chromosomes results in
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a mutation. Such a change may or may not alter the protein coded by a
gene. Often, however, a mutation results in the disruption of gene func-
tionality. The resulting altered or missing protein can disrupt the way a gene
is meant to function and can lead to clinical disease. Only mutations occur-
ring to the DNA in the gametes will potentially pass on to the offspring.

Mutations appear in gametes in one of two ways. A mutation may be
inherited from one of an individual’s parents. However, a mutation may also
occur for the first time in a single gamete, or during the process of fertil-
ization between an egg cell and a sperm cell. In this case the mutation or
change is often called a de novo mutation. The parents are not affected by
the condition and are not “carriers” of the mutation. The affected individ-
ual will have this mutation in all of his or her cells and may be able to pass
the mutation on to any offspring. Some common abnormalities and their
resulting phenotypes are discussed below.

Aneuploidy
Aneuploidy is the gain or loss of individual chromosomes from the normal
diploid set of forty-six chromosomes. As in structural anomalies, the error
may be present in all cells of a person or in a percentage of cells. Changes
in chromosome number generally have an even greater effect upon survival
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than changes in chromosome structure. Considered the most common type
of clinically significant chromosome abnormality, it is always associated with
physical and/or mental developmental problems. Most aneuploid patients
have a trisomy of a particular chromosome. Monosomy, or the loss of a
chromosome, is rarely seen in live births. The vast majority of monosomic
embryos and fetuses are probably lost to spontaneous abortion during the
very early stages of pregnancy. An exception is the loss of an X chromo-
some, which produces Turner’s syndrome. Trisomy may exist for any chro-
mosome, but is rarely compatible with life.

Aneuploidy is believed to arise from a process called nondisjunction.
Nondisjunction occurs when chromosomes do not separate correctly dur-
ing meiosis. The direct result is that one gamete will have an extra chro-
mosome and the other will be lacking a chromosome. When these gametes
are fertilized by a normal gamete, they have either an extra chromosome
(trisomy) or are missing a chromosome ( monosomy).

Disorders Associated with Aneuploidy
Three well-known autosomal chromosome disorders associated with tri-
somies of entire autosomes are sometimes found in live births. These are
trisomy 21 (Down syndrome), trisomy 13, and trisomy 18. Growth retar-
dation, mental retardation, and multiple congenital anomalies are associated
with all three trisomies. However, each has distinctive morphological char-
acteristics, which are presumably determined by the extra dosage of the spe-
cific genes on the additional chromosome.

Down syndrome (chromosome 21) is the most frequent trisomy found
in humans, and one of the most common conditions encountered in genetic
counseling. General characteristics are mental retardation, distinctive palm
prints, and a common facial appearance. The average life expectancy is now
much greater thanks to improvements in medical care. Generally, individ-
uals with Down syndrome have affable personalities and are able to be par-
tially independent. The incidence of Down syndrome is about 1 in 800
children and is often associated with later maternal age (as may also be the
case with other aneuploids).

Down syndrome appears to be related to the difference in gamete for-
mation (gametogenesis) between males and females. In females, oocytes are
formed before birth and held in a static state until ovulation. In the case of
older mothers, an oocyte may be in this stage for more than forty years,
during which time environmental factors may affect the genetic material. In
trisomy 13 and trisomy 18 patients, congenital abnormalities are much more
severe. These individuals generally do not live much beyond birth. Both tri-
somy 13 and trisomy 18 result in syndromes characterized by specific dys-
morphic features and severe organ malformations.

In addition to trisomies involving the autosomal chromosomes, aneu-
ploidy may also involve the sex chromosomes. Two examples are Turner’s
syndrome and Klinefelter’s syndrome. As mentioned previously, Turner’s
syndrome is a monosomy involving the X chromosomes. Turner’s syndrome
females possess forty-five chromosomes (45, X) as compared to clinically nor-
mal forty-six (46, XX). They are usually sterile and short in stature with some
neck webbing. Klinefelter’s syndrome patients have a trisomy involving the
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sex chromosomes and thus have forty-seven chromosomes (47, XXY). Kline-
felter’s syndrome individuals are sterile males possessing some female char-
acteristics. These chromosome abnormalities are of interest especially for
their implications in infertility and abnormal development.

Abnormalities of Chromosomal Structure
Four types of structural changes may occur in chromosomes: duplications,
deletions, translocations, and inversions. All may result when there is break-
age of the chromosomes and a rejoining or loss of chromosome fragments.
If the same broken ends rejoin, the chromosome becomes intact once again.
The resulting effects of such events depend on how large they are and where
they occur on the chromosome. Rearrangements may occur in many forms
and are less common than abnormalities of chromosome number.
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The most common type of rearrangement is called a balanced translo-
cation because the amount of genetic information within that cell is nor-
mal even though it is repositioned. Therefore the individual with a balanced
translocation may appear normal. However, there will be a risk to the chil-
dren of a carrier of a balanced translocation since that person is likely to
produce unbalanced gametes (bearing too little or too much genetic infor-
mation), and therefore the risk of having abnormal offspring is increased.
Rearrangements such as aneuploidy may be found in all cells of an individ-
ual, or they may occur only in a percentage of an individual’s cells. This lat-
ter condition is known as mosaicism. In general, mosaic individuals show a
less severe expression of their syndrome than those with chromosome abnor-
malities in all their cells.

Unbalanced Chromosome Rearrangements
A rearrangement is considered unbalanced if it results in extra or missing
information. Structural rearrangements may be caused by a number of fac-
tors including chemicals, some viral infections, and ionizing radiation.
Because the complement of DNA or genetic material in the chromosomes
is greater or less than the complement of DNA in a normal set of chromo-
somes, there is likely to be abnormal development.

Deletions
A deletion is the loss of a segment of a chromosome. The amount of deleted
material may be any length from a single base to a large piece of the chro-
mosome. The result is a chromosomal imbalance, with the individual being
monosomic or possessing half of the required genes present in a normal indi-
vidual for the segment of DNA missing. Only small deletions are tolerated,
and the effect on the individual will depend upon the size of the deleted seg-
ment and the number and functionality of the genes that are contained within
it. Larger deletions and the deletion of an entire chromosome always result
in nonviable embryos. Cri du Chat’s (“cat’s cry”) syndrome individuals have
a deletion of the short arm of chromosome 5. Although they possess the usual
signs of chromosomal anomalies, such as mental retardation and low birth
weight, their appearance is not extraordinarily different from normal 
individuals. One peculiarity is that affected infants make an unusual cry
resembling that of a cat, hence the name of the syndrome. Two other inter-
esting diseases are Prader-Willi’s syndrome and Angelman’s syndrome. In
both cases, patients with these diseases possess a deletion in the long arm of
chromosome 15. Interestingly, the deletion is in the same location, but the
resulting syndrome depends on whether the deletion was in the maternal or
paternal chromosome.

Duplications
Duplications also result from the reuniting of broken pieces of homolo-
gous chromosomes. In some cases the chromosome pieces rejoin in such a
way that there is a doubling, or redundancy, of a portion of the chromo-
some. This changes the number of genes present and may result in a prob-
lem with health, development, or growth.

Large insertions and deletions prevent the production of useful proteins.
The effect of smaller insertions or deletions depends upon how many bases
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are involved. Sometimes an entire gene can be inserted (in duplications) or
deleted. The effect depends upon where in the genome the changes occur
and how many base pairs are involved.

Inversions
An inversion is the rotation of a broken chromosome segment in such a way
that it rejoins the chromosome in a reversed state, or is flipped, end to end.
Inversions are usually characterized by whether the centromere is included
in the inverted segment. Inversions containing the centromere are called
pericentric. Those not containing the centromere are called paracentric.
Although an inversion does not change the overall content of cellular DNA
and can be considered a balanced translocation, it can affect a gene at many
levels because it alters the normal DNA sequence. The gene may not pro-
duce its corresponding protein at all, or a nonfunctioning protein may result.
There is a common inversion seen in human chromosomes involving chro-
mosome 9. A small pericentric inversion is present in approximately 1 
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percent of tested individuals. There appears to be no detrimental effect on
the carrier, and it does not appear to cause miscarriage or unbalanced off-
spring.

Recurrence Risk
Chromosomal aberrations may be inherited from a parent, and because of
this many families seek genetic counseling in order to determine if a genetic
disorder will recur in another member of the same generation or in gener-
ations that will follow. The family needs to know the genetic risk, also known
as the recurrence risk, and any means by which transmission may be pre-
vented. A recurrence risk will be calculated based on the accuracy of the
diagnosis, the pedigree of the family, and the known genetic mechanisms of
the disorder in question. SEE ALSO Birth Defects; Chromosome Band-
ing; Crossing Over; Down Syndrome; Meiosis; Mutation; Nondis-
junction; Prenatal Diagnosis.

Jacqueline Bebout Rimmler
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Chromosomal Banding
A chromosome banding pattern is comprised of alternating light and dark
stripes, or bands, that appear along its length after being stained with a dye.
A unique banding pattern is used to identify each chromosome and to diag-
nose chromosomal aberrations, including chromosome breakage, loss, dupli-
cation or inverted segments. In the 1950s, chromosomes from the cell’s
nucleus were identified with a uniform (unbanded) stain that allowed for the
observation of the overall length and primary constriction (centromere) of
each chromosome, as well as a secondary constriction in chromosomes 1, 9,
16 and the acrocentrics (chromosomes whose centromeres are near the tips).
The staining techniques used to make the bands visible were developed in
the late 1960s and early 1970s.

Chromosome Structure
To understand what chromosomal bands represent, it is helpful to under-
stand the structure of chromosomes. Eukaryotic chromosomes are composed
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of chromatin, a combination of nuclear DNA and proteins. At metaphase,
which is a phase in the cell cycle after the DNA in the nucleus has been
replicated, each chromosome contains two identical strands of DNA. (Each
strand contains two complementary strands of nucleotides.) The two strands
of DNA, or chromatids, are arranged in a double-helix and are held together
at a single point, the centromere, or primary constriction point.

During mitosis, each chromatid becomes condensed approximately ten-
thousand fold reaching maximal condensation at metaphase. DNA that was
roughly 5 centimeters (2 inches) long is compacted to 5 micrometers. The
DNA wraps around proteins called histones, forming complexes called
nucleosomes. The nucleosomes twist around each other and assume a loop
formation projecting out from the chromosome’s protein backbone, or scaf-
fold. The loops weave and condense further to package the DNA into a
chromosome. Some of the looped segments of DNA remain close together
and condense more than others, forming regions known as domains. These
domains are the darkly-stained chromosomal bands that appear when spe-
cific stains are applied (such as Giemsa staining; see below).

Looped domains are also seen in polytene chromosomes, which are
found mainly in insects of the order Diptera, including Drosophila, which
are fruit flies. Polytene chromosomes are large chromosomes that are formed
after DNA undergoes repeated rounds of replication without cell division.
A polytene chromosome in a Drosophila salivary gland cell can contain as
many as five thousand alternating dark and light bands. The dark bands cor-
respond to the folded and looped DNA, and the lighter bands are composed
of less condensed DNA. The DNA in polytene chromosomes becomes less
condensed when genes become active, permitting DNA to be transcribed
into messenger RNA. This unraveling is observed as “puffing” of the poly-
tene chromosome. The puffing resolves (the DNA condenses again) as the
genes become inactive.
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Chromosome Banding Techniques
Quinacrine mustard, an alkylating agent, was the first chemical to be used
for chromosome banding. T. Caspersson and his colleagues, who developed
the technique, noticed that bright and dull fluorescent bands appeared after
chromosomes stained with quinacrine mustard were viewed under a fluo-
rescence microscope. Quinacrine dihydrochloride was subsequently substi-
tuted for quinacrine mustard. The alternating bands of bright and dull
fluorescence were called Q bands. Quinacrine-bright bands were composed
primarily of DNA that was rich in the bases adenine and thymine, and
quinacrine-dull bands were composed of DNA that was rich in the bases
guanine and cytosine.

Other fluorescent dyes have been used to generate chromosomal band-
ing patterns. The combination of the fluorescent dye, DAPI (4,6-Diamidino-
2-Phenylindole) with a non-fluorescent counterstain, such as Distamycin A,
will also stain DNA that is rich in adenine and thymine. It will particularly
highlight regions that are on the Y chromosome, on chromosomes 9 and
16, and on the proximal short arms of the chromosome 15 homologues, or
pair.

Giemsa has become the most commonly used stain in cytogenetic analy-
sis. Staining a metaphase chromosome with a Giemsa stain is referred to as
G-banding. Unlike Q-banding, most G-banding techniques require pre-
treating the chromosomes with either salt or a proteolytic (protein-digesting)
enzyme. “GTG banding” refers to the process in which G-banding is pre-
ceded by treating chromosomes with trypsin. G-banding preferentially stains
the regions of DNA that are rich in adenine and thymine. In general, the
bands produced correspond with Q-bright bands. The regions of the chro-
mosome that are rich in guanine and cytosine have little affinity for the dye
and remain light.
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Standard G-band staining techniques allow between 400 and 600 bands
to be seen on metaphase chromosomes. With high-resolution G-banding
techniques, as many as two thousand different bands have been catalogued
on the twenty-four human chromosomes. Jorge Yunis introduced a tech-
nique to synchronize cells so they are held at the same stage in the cell cycle.
Cells are synchronized by making them deficient in folate, thereby inhibit-
ing DNA synthesis. By rescuing the cells with thymidine, DNA synthesis is
initiated and the timing of the prophase and prometaphase stages of the cell
cycle can be predicted. Yunis’s technique allows more bands to be resolved,
as chromosomes produced from either prophase or prometaphase are less
condensed and are thus longer than metaphase chromosomes.

Other Banding
R-banding is the reverse pattern of G bands so that G-positive bands are
light with R-banding methods, and vice versa. R-banding involves pretreat-
ing cells with a hot salt solution that denatures DNA that is rich in ade-
nine and thymine. The chromosomes are then stained with Giemsa.
R-banding is helpful for analyzing the structure of chromosome ends, since
these areas usually stain light with G-banding.

C-banding stains areas of heterochromatin, which is tightly packed and
repetitive DNA. NOR-staining, where NOR is an abbreviation for “nucle-
olar organizing region,” refers to a silver staining method that identifies
genes for ribosomal RNA that were active in a previous cell cycle.

Fluorescence In Situ Hybridization
Fluorescence in situ hybridization (FISH) is a molecular cytogenetic tech-
nique that allows cytogeneticists to analyze chromosome resolution at the
DNA or gene level. FISH can be performed on dividing (metaphase) and
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non-dividing (interphase) cells to identify numerical and structural abnor-
malities resulting from genetic disorders.

In FISH, cytogeneticists utilize one or more FISH probes that typically
fall into one of the following three categories:

1. Repetitive sequences, including alpha satellite DNA, that bind to the
centromere of a chromosome;

2. DNA segments, representative of the entire chromosome, that will
bind to and cover the entire length of a particular chromosome; and

3. DNA segments from specific genes or regions on a chromosome that
have been previously mapped or identified.

A probe is “tagged” either directly, by incorporating fluorescent
nucleotides, or indirectly, by incorporating nucleotides with attached small
molecules, such as biotin, digoxygenin, or dinitrophenyl, to which fluores-
cent antibodies can later be bound. The probe and the chromosomes (from
either the metaphase or interphase cells) that are being analyzed are dena-
tured and allowed to bind or hybridize to one another. If necessary, anti-
bodies with a fluorescent tag are applied to the cells. The cells are then
viewed with a fluorescence microscope. The fluorescent signals represent
the probe(s) that is bound to the chromosomes. SEE ALSO Cell Cycle;
Chromosomal Aberrations; Chromosome, Eukaryotic; Fruit Fly:
DROSOPHILA; IN SITU Hybridization.

Gail H. Vance
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Chromosomal Theory of Inheritance
The chromosomal theory of inheritance is the idea that genes, the units of
heredity, are physical in nature and are found in the chromosomes. The the-
ory arose at the turn of the twentieth century, and became one of the cor-
nerstones of the modern understanding of genetics.

The Birth of a Science
Charles Darwin first conceived the idea of hereditary units when he pub-
lished his theory of pangenesis in 1868. In this model, circulating units
called gemmules are accumulated in the gonads and transmitted to the off-
spring. This theory was discredited by experimental tests performed by
Francis Galton in the 1870s. Galton used blood transfusions in rabbits to
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show that the alleged gemmules in one rabbit’s blood did not alter the
heredity of the recipient rabbit’s blood. In the 1890s Hugo de Vries took
the term “pangenesis” and trimmed it to “pangene” for the assumed units
of inheritance. He argued that pangenes remained inside the cell and did
not migrate. It was this theory of intracellular pangenesis that led de Vries
to independently find what Gregor Mendel had discovered thirty years ear-
lier in his work with contrasting traits in garden peas—there are units of
inheritance that are transmitted by reproduction. Wilhelm Johansson intro-
duced the term “gene” to replace several contending and misleading terms
for the basic unit of heredity in 1909. The term “genetics” came earlier,
when William Bateson coined the word in 1906 to represent the new field
that studied heredity, variation, and evolution. The terms “gene,” “genet-
ics,” and the biblical term “genesis” all share a common Latin root, gen,
meaning origin.

Mendel identified what he called “factors” (later called genes) as the
underlying cause for the appearance of certain traits in peas. He described
them as stable units that seemed to disappear in a hybrid (a plant grown
from a cross between two parent plants that show differing traits) but would
reappear among some of the progeny of such hybrids. Mendel identified
two laws—the law of segregation and the law of independent assortment—
which together governed the movement of factors from parent to progeny.
This strongly suggested that the factors of inheritance were discrete phys-
ical objects. Shortly before Mendel’s work was being rediscovered, advance-
ments in the construction of microscopes had allowed scientists to make
careful observations of cell division. This led to the discovery of colored
bodies in the cell nucleus that appeared to double and divide just before
each division. These were called chromosomes (“colored bodies”).

By 1902 the chromosome movements during meiosis had been worked
out, and Walter Sutton used them to explain Mendel’s laws. He argued that
the pairing and separation of homologues would lead to the segregation of
a pair of factors they carried. Thus, to use one of Mendel’s own experi-
ments, hybridizing yellow and green pea plants would yield one yellow and
one green gamete apiece. (A gamete is germ cell, sperm or egg, that con-
tains half of a full complement of chromosomes, originating from one of
the parent plants.) The result is a gametic ratio of 1:1. The union of pollen
and ovules would result in the 3 yellow to 1 green Mendelian ratio. Simi-
larly, two different pairs of homologs would yield the 9:3:3:1 ratio associ-
ated with Mendel’s law of independent assortment. Sutton called his union
of cytology with Mendelian breeding analysis the “chromosome theory of
heredity.”

X-Linked Inheritance in Hybrids
Beginning in 1907, Thomas Hunt Morgan extended Sutton’s insights by
conducting laboratory studies of the fruit fly, Drosophila melanogaster. With
his students Alfred Henry Sturtevant, Calvin Blackman Bridges, and Her-
mann Joseph Muller, he established what is now called classical genetics.
Morgan and his students found new phenomena that added to Sutton’s chro-
mosome theory of heredity. The first finding, achieved in 1920, was X-
linked inheritance, in which white-eyed flies showed a sex-linked inheritance
of the trait in a modified 3:1 ratio. In other words, cross-breeding hybrid
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red-eyed flies resulted in all the female offspring having red eyes, whereas
half the male offspring had white eyes.

Morgan’s team explained this modified ratio by proposing that the eye-
color genes are carried on the X chromosome, of which females have two
but males have only one. The female’s two X chromosomes can be homozy-
gous (the genes carried are AA or aa) or heterozygous (the genes carried
are Aa) for an X-linked gene. Males are always homozygous, because the
small Y chromosome lacks almost all the genes found on the X chromo-
some. Thus, they can carry only one gene for the trait: AY or aY. Since
males can carry no second copy of the gene for the trait, they will express
the white-eyed trait if they inherit the gene for it from a hybrid red-eyed
parent. This discovery further strengthened the case in favor of the chro-
mosomal theory of inheritance.

Several additional X-linked mutations arose by 1913. Morgan reported
that these mutations produced unusual ratios when subjected to breeding
analysis. He explained these findings by proposing that genes could trade
places between two homologous chromosomes. Morgan’s finding, called
crossing over, was used to map the genes along the length of the X chro-
mosome, and Sturtevant used Morgan’s data to construct the first linkage
map. Working independently, maize geneticists, especially Barbara McClin-
tock, later demonstrated the same phenomenon.

Further Advances in Theory
Also from 1913 to 1916, Bridges found some exceptions to the expected
modified 3:1 ratio for white-eyed flies. He inferred, and confirmed by micro-
scopic examination of cells, that these unexpected departures arose from the
failure of homologous chromosomes to separate during meiosis. Bridges
called this phenomenon nondisjunction and used it as a proof of the chro-
mosome theory of heredity.

While both Mendel and Morgan’s group worked with simple, single-
gene traits, the relation of genes to most character traits turned out to be
more complex. A successful analysis of this was presented by Muller. He
argued that the variable wing shapes and lengths of beaded and truncated
wings in fruit flies involved several factors. A chief gene was essential, but
it required modifier genes that could intensify or diminish its expression.
By combining different modifier genes and the chief gene in two parents,
Muller could predict the percentages of wing shape and length among the
progeny. Muller used this analysis to support a Darwinian model of natural
selection of character traits whose variations owe their origins to the highly
heterozygous state of natural populations and to new mutations that arise
in each generation. Muller’s analysis added evolution to cytology and breed-
ing analysis as the three tributaries of classical genetics. SEE ALSO Epista-
sis; Fruit Fly: DROSOPHILA; Linkage and Recombination; McClintock,
Barbara; Mendel, Gregor; Morgan, Thomas Hunt; Nature of the
Gene, History.

Elof Carlson
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Chromosome, Eukaryotic
Living organisms are divided into two broad categories based upon certain
attributes of cell structure. The first category, the prokaryotes, includes bac-
teria and blue-green algae. Eukaryotes include most other living organisms.
One of the most important features distinguishing eukaryotes from prokary-
otes is the chromosomal arrangement of genetic information in the cells.
Eukaryotes enclose their genetic material in a specialized compartment
called the nucleus. Prokaryotes lack nuclei.

Basic Organization
In 1883, Wilhelm Roux proposed that the filaments observed when cell
nuclei were stained with basic dyes were the bearers of the hereditary fac-
tors. Heinrich Wilhelm Waldeyer later coined the word chromosome (“col-
ored body”) for these filaments. The eukaryotic chromosome now is defined
as a discrete unit of the genome, visible only during cell division, that con-
tains genes arranged in a linear sequence. Eukaryotic organisms contain
much more genetic information than prokaryotes. For example, the eukary-
otic organism Saccharomyces cerevisiae (baker’s yeast) contains 3.5 times more
DNA in its haploid state than the prokaryotic Escherichia coli, while higher
vertebrate cells contain more than 1,000 times the DNA.

The basic component of the eukaryotic chromosome is its DNA, which
contains all of the genetic material responsible for encoding a particular
organism. Genes are arranged in a linear array on the chromosome. A major
distinction between eukaryotic and prokaryotic chromosomes is that eukary-
otic chromosomes contain vast amounts of DNA between the genes. The
function of most of this “extra” DNA is unknown. It contains repetitive
sequences, functionless gene copies called pseudogenes, transposible ele-
ments, and other types of DNA.

Eukaryotic genes may be dispersed randomly throughout the chromo-
some or they may be specifically organized. A gene family is a set of genes
that originated from the duplication and subsequent variation of a common,
ancestral gene. Members of a gene family may be clustered on the same
chromosome, as in the case of the globin genes. Gene duplication events
also have resulted in gene clusters in which related or identical genes are
arranged in tandem. Examples of gene clusters include the genes for rRNA
and histone proteins.

Higher-Order Organization
The DNA of a eukaryotic cell must be constrained within the confines of
the nucleus. In human cells, six billion base pairs are contained on the forty-
six chromosomes of double-stranded DNA. This DNA has a total length of
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1.8 meters, yet it must fit into a nucleus with an average diameter of 6
micrometers. This feat is accomplished in part by the packaging of DNA
into chromatin, a condensed complex of DNA, histones, and nonhistone
proteins.

The basic unit of chromatin is the nucleosome. The nucleosome is
composed of approximately 146 base pairs of DNA wrapped in 1.8 heli-
cal turns around an eight-unit structure called a histone protein octamer.
This histone octamer consists of two copies each of the histones H2A,
H2B, H3, and H4. Nucleosomes form arrays along the DNA. The space
in between individual nucleosomes is referred to as linker DNA, and can
range in length from 8 to 114 base pairs, with 55 base pairs being the aver-
age. Linker DNA interacts with the linker histone, called H1, and there
are equal numbers of nucleosomes and H1 histone molecules in the chro-
matin. A nucleosome particle bound to a single molecule of H1 is termed
a chromatosome.

Higher-order chromatin structure can be visualized microscopically as
fibers 10 and 30 nanometers in diameter. The 10-nanometer fiber can be
observed under conditions of low ionic strength. This fiber resembles beads
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on a string, and is in fact a string of nucleosomes. The structure does not
require the presence of histone H1. It is unclear if the 10-nanometer fiber
exists in vivo or if it is just an artifact of chromatin unfolding during extrac-
tion in vitro.

Cellular chromatin usually exists as a 30-nanometer fiber. It can be seen
under conditions of higher ionic strength. The presence of the linker his-
tone H1 is required for the formation of this fiber, as it helps promote com-
paction and condensation. The 30-nanometer fiber is formed into a coil,
but its exact structure has not been determined.

During cell division, chromosomes condense to an even greater extent.
The mechanism by which the 30-nanometer fibers are packed into the
highly condensed, organized structure of the mitotic chromosome is
unclear. The compaction of chromosomes during cell division is accom-
plished in part by the organization of chromatin into large, looped struc-
tures that are attached at their bases to a protein scaffold. This scaffold
remains intact even if the DNA is experimentally removed. It is possible
that this scaffold is responsible for maintaining the shape of the chromo-
somes.

Heterochromatin versus Euchromatin
Chromatin can be divided into two regions, euchromatin and heterochro-
matin, based on its state of condensation, that is, based on how tightly its
constituent elements are packed together. Most of the cellular chromatin is
euchromatin, which has a relatively dispersed appearance in the nucleus. It
condenses significantly only during mitosis. Genes within euchromatin can
be transcriptionally active or repressed at a given point in time.

Heterochromatin, on the other hand, is condensed in interphase, usu-
ally does not contain genes that are being expressed, and is among the last
portions of the genome to be replicated prior to cell division. Heterochro-
matin frequently is localized at the periphery of the nucleus. It can be sub-
divided into constitutive and facultative heterochromatin. Constitutive
heterochromatin is always inactive. It is often found adjacent to centromeres
and telomeres. Facultative heterochromatin refers to DNA sequences that
are specifically inactivated as the result of development or a regulatory event.
One example of facultative heterochromatin is the mammalian X chromo-
some. The single X chromosome present in male cells is active. However,
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in female cells, one of the two copies present is directly and specifically inac-
tivated.

Cytological Features
While the interphase chromatin appears to be a tangled mass within the
nucleus, the mitotic chromosome appears as an organized structure with
many prominent features. These features include structures known as the
centromere and the telomere.

The centromere is the region of the chromosome to which the spindle
apparatus attaches during mitosis and meiosis. The spindle apparatus is the
network of fibers along which the chromosomes move during cell division.
It also contains the site at which sister chromatids are attached prior to their
separation during the stage of cell division known as anaphase. The cen-
tromere is responsible for the movement of the chromosome. During mito-
sis and meiosis, the centromere is pulled by the spindle fibers toward the
opposite ends of the dividing cell (poles), as the attached chromosome is
dragged behind. The centromere is essential for segregation.

The telomere is a structure that occurs at the end of linear eukaryotic
chromosomes and that confers stability. The first telomere to be sequenced
was from the organism Tetrahymena thermophila, a type of single-cell eukary-
otic organism, in 1978 by Elizabeth Blackburn and Joseph Gall. This telom-
ere contains an AACCCC nucleotide sequence that is repeated thirty to
seventy times. The sequences of telomeres from other species show the same
pattern: a tandem array of a short nucleotide sequence, one DNA strand G-
rich and the other DNA strand C-rich. Telomeres are synthesized by an
enzyme called telomerase, which adds telomeric sequences back onto chro-
mosome ends, one base at a time.

Banding techniques allow every mitotic chromosome, as well as regions
within individual chromosomes, to be distinguished. The first method used,
known as Q-banding, uses flourescent derivatives of quinacrine, which for
unknown reasons bind preferentially to some regions of chromosomes.
When viewed under ultraviolet light, chromosomes appear with bright
bands, corresponding to euchromatin, and dark bands, corresponding to het-
erochromatin. This banding method is useful in identifying some polymor-
phisms, which are gene variations (alleles) within the population of
genomes. It is also useful for identifying the Y chromosome.

Later, another banding technique was developed, called G-banding.
This technique employs a modified Giemsa stain, which is a dye that specif-
ically binds to DNA. As in Q-banding, a series of identifiable light and dark
bands is generated on the chromosome. Euchromatin stains lightly, while
most heterochromatin stains darkly.

These banding methods have made it possible to diagrammatically rep-
resent each human chromosome, using designated nomenclature for spe-
cific chromosomal regions. These techniques have shown that the mitotic
chromosome can be divided into a short arm, designated p, and a long arm,
q. Each arm is then divided into one to three regions by landmarks, such as
the ends of the arm, the centromere, and certain prominent bands. Regions
are spaces between adjacent landmarks and are numbered consecutively
within each region. These features allow genes to be designated to specific
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regions on the mitotic chromosome. For example, a gene at band 4q14 is
localized to chromosome 4, the long arm, region 1, band 4.

Polytene Chromosomes
Due to the compact nature of chromatin in eukaryotic cells, it is virtually
impossible to visualize gene expression in vivo. However, there are certain
unusual situations in which gene expression can be seen. Such is the case
with the polytene chromosomes, which are exceptionally large in compari-
son to other types of chromosomes.

The salivary glands of Drosophila melanogaster (fruit fly) larvae contain
greatly enlarged chromosomes. These are polytene chromosomes, and they
result from multiple rounds of replication of a diploid pair of chromosomes
joined in parallel. The replicated chromosomes remain attached to one
another. Each pair of chromosomes can replicate up to nine times; thus, the
resultant polytene chromosome can contain up to 1,024 (29) strands of DNA.

The vast majority (95%) of DNA in the polytene chromosomes is con-
centrated in chromosomal bands, called chromomeres, which are micro-
scopically visualized through staining. These chromomeres form a pattern
that is characteristic for each Drosophila strain. Drosophila polytene chromo-
somes display roughly 5,000 bands. Since the total number of genes in
Drosophila appears to be greater than the number of bands that can be visu-
alized, it is likely that there are multiple genes located within a given band.

The banding pattern of the polytene chromosomes provides a cytolog-
ical map, or diagrammatic representation, of the physical location of genes
at specific sites in the cell. The positions of individual genes can be deter-
mined using a technique called in situ hybridization. First, the DNA of an
immobilized chromosome preparation is made single-stranded (denatured).
A radioactively labeled probe, generally a small piece of DNA correspond-
ing to the gene of interest, is then mixed with the denatured DNA under
conditions that permit the radiolabeled DNA to bind to its complementary
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DNA strand on the immobilized chromosome preparation. Finally, the chro-
mosomal binding site is determined by way of a procedure called autoradi-
ography, which is used to make the radioactive probe visible on photographic
film.

With autoradiography, the sites of gene expression can be visualized
along the polytene chromosomes. As DNA decondenses into a more open
state, it forms a distinctive swelling known as a chromosomal puff. These
puffs are active sites of transcription, or RNA synthesis. Throughout devel-
opment, they alternately expand and contract, as specific genes are activated
or repressed.

Chromosome Organization, Replication, and
Transcription
The compact nature of chromatin structure presents a barrier to processes
that require access to DNA, such as replication and transcription. It seems
likely that the separation of parental DNA strands during replication must
disrupt higher-order chromatin structure to at least some degree. In the
Drosophila polytene chromosomes, this disruption can be seen, at least in part,
as puffs at sites of DNA replication. It is unclear, however, what happens to
the nucleosomes during this process. If the nucleosomes are removed dur-
ing replication, they are quickly reassembled, for there is no time period dur-
ing which microscopic analysis shows the DNA to be free of nucleosomes.

Transcriptional activation of eukaryotic genes requires that the machin-
ery responsible for synthesizing the RNA gain access to the regulatory regions
of the DNA that control gene expression. This again necessitates some decon-
densation of the chromatin structure. Decondensation can be facilitated by
protein complexes known as chromatin-remodeling enzymes. Chromatin-
remodeling enzymes alter the structure of chromatin in such a way that reg-
ulatory factors can gain access to the DNA. These enzymes are divided into
two groups, those that chemically modify histones and those that use the
energy derived from ATP hydrolysis to alter histone-DNA linkages.

Chemical Modification of Chromatin Structure
The best-characterized of the enzymes capable of chemically modifying his-
tones to open chromatin structure are the histone acetyltransferases, or
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HATs. These enzymes add acetyl groups to lysine residues within the amino
termini (also known as the tails) of H3 and H4 histones. This adds a nega-
tive charge to the histone tails. The negative charge is believed to cause
them to push away from the DNA backbone, resulting in a somewhat less
condensed chromatin structure. Hyperacetylation of histones in the pro-
moter regions of genes is associated with active, ongoing gene expression,
while histone hypoacetylation is associated with genes that are transcrip-
tionally silent.

The association between histone acetyltransferases and gene activation
was first suggested when it was found that the Tetrahymena thermophila HAT
p55 was structurally similar to the yeast protein GCN5. GCN5 previously
had been shown to be involved in gene activation. Later it was discovered
that GCN5-regulated genes are hyperacetylated when active, and that cer-
tain mutations in GCN5 that affect its ability to activate target genes result
in diminished levels of acetylation of these regions. Histone acetyltrans-
ferases also are found in mammalian cells. It is believed that the HATs are
recruited to specific genes by specific transcriptional activators.

The activity of the histone acetyltransferases is opposed by histone
deacetylases. These enzymes remove acetyl groups from the histone tails,
resulting in the repression of gene activation. As with the HATs, these
enzymes are believed to be recruited to chromatin by repressor proteins to
aid in the inactivation of specific genes.

Transcriptional activation also can be repressed by the methylation of
specific cytosine residues found in some genes. It is unclear how methyla-
tion results in transcriptional repression, but it is known to cause the inhi-
bition of specific transcriptional activators and to initiate the recruitment of
specific repressors that bind methylated DNA. At least one methylated
DNA-binding repressor can be isolated from cell extracts together with (and
therefore appears to be associated with) histone deactylases, thereby pro-
viding a link between methylation and deacetylation and gene inactivation.
Other enzymes chemically modify histones by adding or removing phos-
phate, ubiquitin, and other chemical groups.

ATP-Dependent Chromatin-Remodeling Complexes
The presence of enzymes that can alter the structure of chromatin was sug-
gested by yeast genetic studies that identified a number of genes, called SWI
and SNF genes. These genes are required for multiple transcriptional acti-
vation events. A key breakthrough came when it was discovered that yeast
cells could compensate for a deficiency in these SWI and SNF gene prod-
ucts by altering their chromatin structure. This led to the hypothesis that
SWI and SNF genes are involved in the regulation of chromatin structure.
It is now known that SWI and SNF proteins form a large, multisubunit
complex, termed SWI/SNF, that can hydrolyze ATP and use the energy
thus generated to alter chromatin structure.

Similar proteins that can hydrolyze ATP are present throughout the
eukaryotic kingdom, and these form related multiprotein enzymes that also
possess chromatin-remodeling properties. The mechanism by which these
complexes alter the chromatin structure is unclear, but it is likely that the
enzymes break or loosen the linkage between histone and DNA in a man-
ner that increases the mobility and flexibility of the DNA wrapped around
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the histone core. It is important to keep in mind that these enzymes can be
involved both in gene-activation events, by facilitating the binding of tran-
scriptional activators, and in gene-repression events, perhaps by facilitating
the binding of a transcriptional repressor or by directly promoting com-
paction of the chromatin structure. SEE ALSO Cell Cycle; Cell, Eukary-
otic; Chromosomal Banding; Chromosome, Prokaryotic; DNA;
Evolution of Genes; Gene; Gene Expression: Overview of Control; IN

SITU Hybridization; Meiosis; Mitosis; Mosaicism; Repetitive DNA Ele-
ments; Replication; Telomere; X Chromosome; Y Chromosome.

Cynthia Guidi and Anthony N. Imbalzano
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Chromosome, Prokaryotic
The bacterial or prokaryotic chromosome differs in many ways from that of
the eukaryote. The term “eukaryote” comes from the Greek and means “true
nucleus.” Eukaryotic cells have a double membrane (the nuclear membrane)
surrounding the nucleus, the organelle that contains several chromosomes.
In contrast, the term “prokaryote” means “primitive nucleus,” and, indeed,
cells in prokaryotes have no nucleus. Instead, the prokaryotic chromosome
is dispersed within the cell and is not enclosed by a separate membrane.

This dispersed chromosome is called the bacterial “nucleoid,” which can
be seen in electron micrographs of thin sections, as shown in Figure 2.
Although bacteria (now called eubacteria) are highly diverse, the prototyp-
ical bacterial species is Escherichia coli, which has served as a model organ-
ism for genetic, biochemical, and biotechnological research for many
decades.

The E. coli chromosome is a single circle. Because the single DNA mol-
ecule forming the chromosome is so long (about 4.6 million base pairs), it
is easily broken when researchers try to isolate it. However, in the early
1960s, the Australian biochemist John Cairns was able to gently lyse E. coli
cells without breaking the chromosome. He was interested in chromosomal
replication and had labeled the DNA with tritium (3H), a radioactive form
of hydrogen. Autoradiograms of the DNA demonstrated that the bacterial
chromosome is a circular molecule. While the vast majority of bacterial
species possess a single unique chromosome, there are a few rare species,
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such as Vibrio cholerae (the agent that causes the disease cholera) and Deinococ-
cus radiodurans, that have two different chromosomes.

It is also quite common for bacterial species to possess extrachromo-
somal genetic elements called plasmids. These are small, circular DNA mol-
ecules which, when present, vary in number from one to about thirty
identical copies per cell. Plasmids include the fertility factor (F� plasmid),
described below, as well as plasmids that carry drug-resistance genes.
Indeed, these drug-resistance plasmids may be passed from species to
species and are a major problem in the spread of antibiotic resistance.
Whereas most bacteria that contain plasmids have just a single kind of plas-
mid, some bacterial species simultaneously possess a number of different
plasmids, each of which, in turn, is present in varying numbers within the
bacterial cell.

The bacterial chromosome is condensed into chromosomal domains.
The bacterial chromosome must be tightly packed to fit into the small vol-
ume of the bacterial cell. Figure 3 shows the relative sizes of the unfolded
chromosome and the E. coli cell. During the 1980s, techniques were devel-
oped to isolate intact bacterial nucleoids by gentle lysis, under conditions
that prevented the DNA of the chromosome from uncoiling. These isolated
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Figure 1. The circular genetic map of the Escherichia coli chromosome. The map is divided
into 100 map units, and representative genes are shown. The lac operon is at approximately
8 minutes. The origin of replication (not shown) is at 83.5 minutes. Based on Ingraham,
2000.



nucleoids were highly condensed into a very compact structure, as shown
in Figure 4.

Compacting the DNA involves supercoiling, or further twisting the
twisted chromosome. The chromosome’s fifty or so DNA domains are held
together by a scaffold of RNA and protein, and the entire nucleoid is attached
to the cell membrane. This membrane attachment aids in the segregation
of the chromosomes after they replicate in preparation for cell division. Bac-
teria lack the histone proteins that are found bound to the DNA and that
form the nucleosomes of eukaryotic chromosomes. However, it is believed
that polyamines (organic molecules with multiple �NH2 amine groups) such
as spermidine, as well as some basic proteins, aid in compacting the bacte-
rial chromosome. These basic proteins have a net positive charge that bind
them to the negative charge of the phosphates in the DNA backbone.

Replication of the circular chromosome begins at a single point, called
OriC, and proceeds in both directions around the circle, until the two repli-
cation forks meet up. The result is two identical loops. Replication takes
approximately forty minutes.

The E. coli genetic chromosome. The field of bacterial genetics began
in 1946, even before the structure of DNA was determined, with the dis-
covery by the geneticists Joshua Lederberg and Edward Tatum at the Uni-
versity of Wisconsin of sex in bacteria, in the form of conjugational genetic
exchange between E. coli bacteria. In the conjugation process, a fertility 
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factor (F plasmid) recombines with (splices itself into) the E. coli chromo-
some at a specific site. It then acts as a “molecular motor” to drive the
transfer of the entire E. coli chromosome to a recipient (F�) cell. The trans-
ferred molecule can then recombine with the host chromosome, increas-
ing the genetic diversity of the host. Transferring the entire chromosome
takes approximately one hundred minutes, and thus the genetic map is
divided into one hundred minutes (which were later defined as one hun-
dred map units). As more and more genetic markers were found and
mapped, it became apparent that the genetic chromosome map formed a
circle, as shown in Figure 1.

The DNA sequence of the E. coli chromosome. E. coli was chosen as one
of the genetic model organisms whose chromosome was to be sequenced as
part of the Human Genome Project. Although it was not the first bacterial
species to be completely sequenced, it was one of the most important ones.
In 1997, Fredrick Blattner of the University of Wisconsin and colleagues
published the sequence of 4,639,221 base pairs of the K-12 laboratory strain.
E. coli is estimated to have 4,279 genes.

Many sets of genes on the E. coli chromosome are organized into oper-
ons. An operon is a set of functionally related genes that are controlled by
a single promoter and that are all transcribed at the same time.

Comparative bacterial genomes. As of June 2002, the genomes of sixty-
five different bacterial species had been completely sequenced. Several of
these are listed in Table 1, along with the genomes’ size and number of
genes. Many of the species sequenced are human pathogens. Having the
DNA sequence will prove useful in designing drugs and antibiotics to com-
bat infections and bacterial toxins. DNA sequences may be found on the
Internet, at the Genome Web site of the National Center for Biotechnol-
ogy Information.
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E. coli cell

E. coli DNA

CHROMOSOME SIZE AND NUMBER OF GENES FOR SEVERAL
BACTERIAL SPECIES SEQUENCED 1995–2000

 Chromosome size Number Year sequence
Bacterial species (base pairs) of genes completed

Haemophilus influenzae
Mycoplasma genitalium
Synechocystis sp.
Mycoplasma pneumoniae
Helicobacter pylori
Escherichia coli
Bacillus subtilis
Borrelia burgdorferi
Aquifex aeolicus
Mycobacterium tuberculosis
Treponema pallidum
Rickettsia prowazekii
Chlamydia trachomatis
Chlamydiophila pneumonia
Thermotoga maritima
Campylobacter jejuni
Neisseria meningitidis
Buchnera sp.
Bacillus halodurans

 1,830,138 1714 1995 
 580,074 480 1995 
 3,573,470 3167 1996 
 816,394 1054 1996 
 1,667,867 1576 1997 
 4,639,211 4279 1997 
 4,214,814 4112 1997
 910,724 851 1997 
 1,551,335 1529 1998 
 4,411,529 3927 1998 
 1,138,011 1036 1998 
 1,111,523 835 1998 
 1,042,519 895 1998 
 1,230,230 1054 1999 
 1,860,725 1858 1999 
 1,641,481 1654 2000 
 2,272,351 2079 2000 
 640,681 564 2000 
 4,202,353 4066 2000

Figure 3. Relative size of
an E. coli cell and its
chromosome.

Table 1.

pathogens disease-
causing organisms



Minimal-gene-set concept. One of the interesting features of studying bac-
terial chromosomes has been the concept of the minimal number of genes
a cellular life form would need to survive. (This excludes viruses and viroids,
which need living cells of a host in which to carry out their life cycle.) We
know from the sequence of the Mycoplasma genitalium chromosome, the
smallest genome sequenced so far, that the upper limit of the minimal gene
set is 480, as shown in Table 1. After the sequence of the Haemophilus influen-
zae chromosome was completed, a comparison of the genes that were iden-
tical (or highly conserved) in the two species led to an estimate of 256 as
the minimal gene set. The National Institutes of Health scientist Eugene
Koonin, with the availability of many more sequenced species, has also esti-
mated a minimal size of about 250 genes. It may be possible in the future
for scientists to construct a minimal life-form by removing nonessential
genes from an organism such as M. genitalium. SEE ALSO Antibiotic Resis-
tance; Archaea; Chromosome, Eukaryotic; Conjugation; ESCHERICHIA

COLI (E. COLI bacterium); Eubacteria; Human Genome Project; Operon;
Replication.

Ralph R. Meyer
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Chromosomes, Artificial
Artificial chromosomes are laboratory constructs that contain DNA
sequences and that perform the critical functions of natural chromosomes.
They are used to introduce and control new DNA in a cell, to study how
chromosomes function, and to map genes in genomes.

Natural Chromosome Function
DNA, which constitutes the genome of a cell, is always packaged with a
variety of proteins, and together these make up the chromosomes. A chro-
mosome serves to compact the DNA and protect it from the damage, while
at the same time allowing the genes it contains to be available for tran-
scription into RNA. In addition to these functions, extra ones are necessary
when the cell divides. Prior to cell division the DNA must be copied and
these copies separated (segregated) and delivered to different parts of the
cell, ensuring that each of the new cells receives only a single copy.

To ensure correct segregation, chromosomes have to have distinct com-
ponents that are composed of specific DNA sequences and associated pro-
teins. Bacterial chromosomes, (plasmids) which are circular, have a single
site at which DNA replication originates, and attachment to the cell mem-
brane results in segregation. Artificial bacterial chromosomes (BACs) mimic
this using appropriate origin sequences.

In organisms with multiple linear chromosomes (eukaryotic organisms)
the process is more complicated. The ends of the chromosomes must be
protected from degradation and from the mechanisms that the cell uses to
protect itself against broken DNA. Telomeres, which provide these func-
tions, are arrays of short, repeated sequences with complexes of specific pro-
teins attached. To ensure segregation complexes of other proteins, DNA
sequences known as kinetochores form at sites known as centromeres.
These contain molecular motors, systems to monitor correct segregation,
and sites for attachment of microtubules. Chromosomes will contain one
or more origins of replication.

Yeast Artificial Chromosomes
Artificial chromosomes for use in yeast and mammalian cells aim to replicate
these components on a single DNA molecule. In bakers yeast (Saccharomyces
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cerevisiae), telomeres, centromeres, and origins of replication have all been
defined using genetics and have been cloned. When assembled they can be
grown as a small chromosome in bacteria and form a vector capable of incor-
porating up to a million bases of other DNA as a chromosome in yeast (a
YAC).

This technology has been used to investigate the properties of yeast
chromosomes but has been most extensively used in the early phases of
genome mapping projects. By cloning complete representations of the
human genome into large YACs, the order of these YACs could be deduced
by a number of methods and overlapping ones assembled conceptually into
a representation of regions of the human genome. These are useful for find-
ing genes from information about the inheritance of genetic diseases. They
have also been useful for testing the function of genes in mice. Because of
the size of YACs, they frequently contain all of the DNA needed to control
the expression of genes with the correct developmental and tissue specificity.
When injected into developing mouse eggs, they can fully correct muta-
tions. More recently YACs have been largely supplanted by BACs, because
the latter are easier to manipulate and prepare in the laboratory.
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Mammalian Artificial Chromosomes
Mammalian artificial chromosomes (MACs) are conceptually similar to
YACs, but instead of yeast sequences they contain mammalian or human
ones. In this case the telomeric sequences are multimers (multiple copies)
of the sequence TTAGGG, and the commonly used centromeric sequence
is composed of another repeated DNA sequence found at the natural cen-
tromeres of human chromosomes and called alphoid DNA.

Because the alphoid DNA is needed in units of many kilobases, these
MAC DNAs are grown as YACs or, more recently, as BACs. When added
to suitable cell lines, these MAC DNAs form chromosomes that mimic those
in the cell, with accurate segregation and the normal complement of pro-
teins at telomeres and centromeres. Their primary use is not in genome map-
ping but as vectors for delivery of large fragments of DNA to mammalian
cells and to whole animals for expression of large genes or sets of genes. They
are still in development, and although gene expression has been demonstrated
they have not been used in a practical application. SEE ALSO Chromosome,
Eukaryotic; Human Genome Project; Mapping; Telomere.

Howard Cooke

Bibliography

Grimes, B., and H. Cooke. “Engineering Mammalian Chromosomes.” Human Mol-
ecular Genetics 7, no. 10 (1998): 1635–1640.

Willard, H. F. “Genomics and Gene Therapy: Artificial Chromosomes Coming to
Life.” Science 290 (2000): 1308–1309.

Classical Hybrid Genetics
Common garden peas (Pisum sativum) are wonderful when eaten raw. Gre-
gor Mendel (1822–1884) no doubt ate his share. Today he is recognized for
using peas to establish the science of genetics.

Mendel investigated hereditary patterns of hybrids. Hybrids are off-
spring from two organisms that are of different breeds, varieties, or species.
Hybrids create new cultivars, from new apple varieties to tangelos to hybrid
corn. Some mammals produce hybrids; a mule is the progeny of a horse and
a donkey.

Mendel was interested in new flower varieties and absorbed by what
hybrids reveal about inheritance. Nineteenth-century scientists wanted to
know how organisms created a vast diversity of forms while faithfully main-
taining distinct sets of characteristics. Constancy was a known quality of life.
Then, as now, people had no trouble recognizing the difference between a
housefly and a bee. But what prevented people from suddenly sprouting
flowers or losing their human features? Genes, DNA, meiosis, and chro-
mosomes were all unknown. Hybrid genetics was a means to discover
answers to fundamental biological questions.

Mendel’s aim was to discover the mathematical rules behind the reap-
pearing patterns he saw in hybrids. After testing many varieties of peas, he
decided to study seven specific traits: shape of the ripe seeds, seed color,
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seed coat color, form of the ripe pods, color of the unripe pods, position of
the flowers, and length of the stems.

Initially, Mendel determined the inheritance patterns for one trait at a
time, ignoring other traits. He crossed two varieties that differed sharply in
a specific trait. For instance, for the trait of seed shape, he used one variety
whose seeds were wrinkled and another whose seeds were smooth. The seed-
shape trait was represented by two specific inherited features, smooth and
wrinkled, that were alleles.

Mendel also crossed plant varieties , each with specific combinations of
alleles, in order to follow the fates of two or even three traits at the same
time. For instance, he crossed a tall plant with wrinkled, green seeds and a
short plant with round, yellow seeds. (The underlined words represent alle-
les for three traits: height, seed shape, and seed color.) To cross two vari-
eties, Mendel first had to make sure the flowers did not pollinate themselves.
To do that, he cut off their anthers, their pollen-bearing parts. Then he
used the anthers from one variety to pollinate another.

Mendel was the first person to follow specific alleles (which he called
“factors”) as they were passed from parental varieties through several gen-
erations of offspring. He selected plant varieties that were true-breeding:
Each generation of plants looked like the antecedent generations, with
regard to the studied traits. Mendel used artificial pollination (described
above) to perform an initial outcross, a mating between individuals differ-
ing in their alleles for at least one trait. The outcross created hybrids, or,
more precisely, heterozygotes for the chosen traits. Next, Mendel let the
heterozygotes self-pollinate, or intercross (i.e., the mating of inbred animals
or self-pollinating plants), that are heterozygous for one or more traits. He
then let two subsequent generations of progeny self-pollinate.

Mendel discovered that hybrids (heterozygotes) resembled only one
parental variety, despite clearly identified input from both parents. Regard-
ing the stem-length trait for example, one parental variety had tall stems,
whereas the other variety had very short (dwarf) stems, yet all their hybrid
offspring had only tall stems. Mendel named the displayed feature “dom-
inant,” because the hybrid’s appearance of a tall stem (phenotype)
reflected input from only one parent. He identified the dominant factor
or allele for each of the seven traits (seed shape, seed color, length of stem,
etc.). The other hidden feature (named “recessive” by Mendel) resurfaced
in the next generation, when both hybrid (heterozygous) parents donated
their hidden (recessive) allele to a descendent. For example, dwarf stems
appeared again in progeny, instead of the conspicuous tall stems seen in
the heterozygous parents. A descendent with dwarf stems had a “homozy-
gous recessive” genotype for this trait. An individual’s genotype described
the two alleles received for a trait, whether hidden or displayed. If a plant
had a dominant phenotype for one or several traits, but the genotype was
unknown, a method called a test cross was used to reveal the presence of
a recessive allele for each of the traits in question. The dominant pheno-
type to be tested might carry one dominant and one recessive allele, or
two dominant alleles (see Mendel’s laws, below), depending on what its
parents had donated. The dominant phenotype was crossed with a plant
known to be homozygous recessive for a particular trait. If half the off-
spring showed the dominant phenotype and the other half the recessive
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form, then the parent with the dominant phenotype had to carry one reces-
sive and one dominant allele for that trait. In contrast, if all its offspring
showed only the dominant form of the trait, the plant with the dominant
phenotype must have contained only dominant alleles.

By categorizing and counting offspring of several generations of plants,
Mendel discovered two laws of inheritance, described as segregation and inde-
pendent assortment. Segregation meant that a gamete or reproductive cell
received only one allele out of a choice of two alleles carried for each trait
(gene) within a parent cell. The gamete had an equal chance of receiving
either allele. Independent assortment indicated that traits entered into a
gamete independently of each other. This is only true for gene or trait col-
lections located on long strings of hereditary material (chromosomes) that
are now termed “nonhomologous” (not alike). Nonhomologous chromo-
somes carry unique collections of specific genes or traits, whereas two homol-
ogous chromosomes carry the same collection of genes, but may carry two
distinct alleles for a specific trait or gene.

Armed with his laws, Mendel was able to predict the frequency at which
various alleles for several traits would co-appear in descendents of hybrids
of the common garden pea. Mendel’s principles were not appreciated for
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about thirty years, until Walter Sutton (1877–1916), an American physician
and geneticist, described chromosome movements during meiosis and iden-
tified chromosomes as the carriers of genes and heredity.

Back crosses, which are based on Mendel’s principles, are used to develop
commercially useful plant or animal varieties. In a back cross, a heterozy-
gous plant and its offspring are crossed repeatedly to one of their parents
to develop a line of plants that mostly resemble one parent but that have an
allele of interest from the other. For instance, a rare flower color is inte-
grated into a line of nematode-resistant stock of roses, joining beauty and
disease-resistance. SEE ALSO Genetics; Inheritance Patterns; Mendel,
Gregor; Mendelian Genetics; Probability.

Susanne D. Dyby
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Clinical Geneticist
Medical genetics is the application of genetics to the study of human health
and diseases. As a profession, medical genetics is usually a mixture of both
clinical services and research. Worldwide, services can include diagnosis,
counseling, and management of birth defects and genetic disorders. How
medical genetics is actually practiced depends on several factors, including
the expertise and training of the professionals involved, the expertise avail-
able within any given medical facility, and the structure of the practice of
medicine within a given society.

In the United States, the practice of medical genetics includes two dif-
ferent career tracks, both requiring certification by the American Board of
Medical Genetics (ABMG): the medical geneticist and the clinical geneticist.
A medical geneticist holds a Ph.D. and is certified in medical genetics. Typ-
ically a medical geneticist is a highly trained research laboratory professional
who can additionally take on the role of consultant to physicians. A clinical
geneticist is a physician (either a doctor of osteopathy or a medical doctor)
involved in all parts of clinical practice related to genetic disorders. Work-
ing closely with patients, clinical geneticists identify, diagnose, determine the
prognosis of, develop predictive tests for, treat, and manage genetic diseases.
They can also be active in conducting research on genetic disorders and
studying theoretical genetics, and they usually help to administer and set poli-
cies for the clinical genetics profession and for medical centers in general.

Clinical geneticists also can be involved in the bioethical debates and
policy-making issues concerning how genetic information is gathered, who
has access to it, and how that access should be regulated. This role is becom-
ing increasingly important as society struggles to deal with the tremendous
explosion of genetic information arising as a consequence of the Human
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Genome Project. Administrative roles for clinical geneticists can include for-
mulating plans and procedures for clinical genetic services, scheduling the
use of medical genetics facilities, and teaching interns and residents the
methods and procedures involved in the diagnosis and management of
genetic disorders.

Very few clinical geneticists develop a private practice. Instead, they typ-
ically work in a team environment within regional medical centers along-
side scientists, medical geneticists, genetic counselors, and other academics.
Most hospitals specializing in pediatric care will also have clinical geneti-
cists on their staff. Some large national clinics have entire departments
devoted to the practice of medical and clinical genetics.

Physicians are attracted to the practice of clinical genetics for a variety
of reasons. Many enjoy understanding the evolving human gene map, the
rapid technological advances in the field, and the opportunity to perform
laboratory research as well as practice medicine. They enjoy the challenge
of applying the advances in the molecular basis of disease to the care of
patients. As a group, clinical geneticists derive satisfaction by remaining close
to the “cutting edge” of new discoveries in genetic diseases, which chal-
lenges them to remain current while constantly using their knowledge and
skills to provide innovative and effective medical services.

Many are attracted to the profession because it allows them to develop
long-term relationships with patients and their families. Others find that
the narrow focus of clinical genetics is more to their liking than the broader
disciplines of internal medicine or pediatrics. Within clinical genetics,
physicians can develop their own disease specialty if they choose, which
for some provides a more rewarding work environment, giving them the
opportunity to make an impact on both research and the lives of patients
whose diseases may be rare and often poorly understood by other medical
practitioners. Clinical geneticists enjoy complex problem-solving, taking
care of people, and paying attention to details that others may miss. They
are good listeners.

Students interested in clinical genetics as a profession should become
familiar with mathematics, chemistry, biology, and some physics, while still
in high school. Courses aimed at developing communication and writing
skills are also valuable for students preparing for a career in clinical genet-
ics. Because the practice of clinical genetics requires a medical degree, stu-
dents must first receive a bachelor’s degree, enrolling in courses that meet
medical school admission requirements.

After obtaining a medical degree, clinical geneticists typically complete
three to five years of residency in medical disciplines approved by the
Accreditation Council for Graduate Medical Education (ACGME), fol-
lowed by a two- to three-year fellowship that is approved by the ABMG,
in clinical genetics itself. Certification can be in clinical genetics or in more
focused subspecialties, including clinical cytogenetics, clinical biochemical
genetics, clinical molecular genetics, and molecular genetic pathology. Cer-
tification requires the successful passage of a national examination that is
given at regularly scheduled intervals. To maintain certification, clinical
geneticists must fulfill continuing education requirements throughout the
duration of their career.
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Both the ACGME and ABMG maintain a list of approved programs
that lead to certification as a clinical geneticist. Approved residency pro-
grams include clinical and academic components. Approved programs
expose the resident to a patient population large enough to develop an
understanding of the wide variety of medical genetic problems. They
enable direct involvement in genetic research laboratories, where students
learn to critically interpret laboratory data. They include graduate-level
course work in basic, human, and medical genetics, as well as clinical teach-
ing conferences, and they foster the development of the communication
skills necessary to interact and sustain a long-term therapeutic relation-
ship with patients and their families.

One need not necessarily decide upon the profession of clinical genet-
ics prior to entering medical school or even upon receiving a medical
degree or completing a full residency. Traditionally, the ABMG has
accepted physicians into clinical genetics programs who come from
approved residency programs in pediatrics, obstetrics-gynecology, and
internal medicine. This is because the profession of clinical genetics orig-
inated from the treatment of inherited diseases that are initially observed
in newborn infants and children. It is still within these disciplines that
many physicians develop a secondary interest in clinical genetics, during
residency or even later in their medical career. However, the field of med-
ical genetics is rapidly changing, due to the recognition that many genetic
disorders result in symptoms that are delayed until adulthood. As a con-
sequence, clinical geneticists are now beginning to provide their services
to adults as well.

The Human Genome Project has also brought the realization that clin-
ical genetics involves more than single-gene and single-chromosome con-
ditions. Genetic medicine is becoming applicable to many kinds of complex
diseases and disorders such as cancer, heart disease, and asthma, to name
a few well-known conditions.

The 1,100 certified clinical geneticists registered in the United States
in the year 2000 were too few to keep up with an ever-increasing demand
for their services. Students interested in pursuing clinical genetic careers
can expect that the number of subspecialties will continue to grow, that
both the ACGME and ABMG will continue to strive to provide new cer-
tification programs and career tracks, and that the concept of clinical
genetics may become an integral component of “well” medical health care.
SEE ALSO Disease, Genetics of; Genetic Counselor; Genetic Testing;
Genetic Testing: Ethical Issues; Prenatal Diagnosis.

Diane C. Rein
Bibliography

Internet Resources

Accreditation Council for Graduate Medical Education. <http://www.acgme.org>.

American Board of Medical Genetics. <http://www.abmg.org>.

Careers in Human Genetics. University of Kansas Medical Center’s Genetics Educa-
tion Center. <http://www.kumc.edu/gec/prof/career.html>.

Guide to North American Graduate and Postgraduate Training Programs in Human Genet-
ics. American Board of Medical Genetics. <http://www.abmg.org/genetics/ashg/
tpguide/intro.htm>.

Clinical Geneticist

151



National Coalition for Health Professional Education in Genetics. <http://www
.nchpeg.org>.

Webliography for Clinical Geneticists. The Federation of American Societies for Exper-
imental Biology. <http://www.faseb.org/genetics/webliog.htm>.

Cloning Genes
Gene cloning, or molecular cloning, has several different meanings to a mol-
ecular biologist. A clone is an exact copy, or replica, of something. In the
literal sense, cloning a gene means to make many exact copies of a segment
of a DNA molecule that encodes a gene. This is in marked contrast to
cloning an entire organism—regenerating a genetically identical copy of the
organism—which is technically much more difficult (with animals) and can
involve ethical ramifications not associated with gene cloning. Molecular
biologists exploit the replicative ability of cultured cells to clone genes.

Purposes of Gene Cloning
To study genes in the laboratory, it is necessary to have many copies on
hand to use as samples for different experiments. Such experiments include
Southern or Northern blots, in which genes labeled with radioactive or flu-
orescent chemicals are used as probes for detecting specific genes that may
be present in complex mixtures of DNA.

Cloned genes also make it easier to study the proteins they encode.
Because the genetic code of bacteria is identical to that of eukaryotes, a
cloned animal or plant gene that has been introduced into a bacterium can
often direct the bacterium to produce its protein product, which can then
be purified and used for biochemical experimentation. Cloned genes can
also be used for DNA sequencing, which is the determination of the pre-
cise order of all the base pairs in the gene. All of these applications require
many copies of the DNA molecule that is being studied.

Gene cloning also enables scientists to manipulate and study genes in
isolation from the organism they came from. This allows researchers to con-
duct many experiments that would be impossible without cloned genes. For
research on humans, this is clearly a major advantage, as direct experimen-
tation on humans has many technical, financial, and ethical limitations.

Cloning Techniques
Cloning genes is now a technically straightforward process. Usually, cloning
uses recombinant DNA techniques, which were developed in the early
1970s by Paul Berg, of Stanford University, and, independently, by Stan-
ley Cohen and Herbert Boyer, of Stanford and the University of Califor-
nia. These researchers devised methods for excising genes from DNA at
precise positions, using restriction enzymes and then using the enzyme
known as DNA ligase to splice the resulting gene-containing fragment into
a plasmid vector.

Plasmids are small, circular DNA molecules that occur naturally in many
species of bacteria. The plasmids naturally replicate and are passed on to
future generations of bacterial cells. To replicate, all plasmids must contain
a sequence, called an origin of replication, which directs the bacterial DNA
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polymerase to replicate the DNA molecule. In addition, recombinant plas-
mids contain one or more selectable markers. A selectable marker is a gene
that confers on the bacterium harboring the plasmid the ability to survive
under conditions in which bacteria lacking the plasmid would otherwise die.
Usually, such genes encode enzymes that enable the bacterium to live and
grow despite the presence of an antibiotic drug.

The recombinant plasmid is then introduced into a host cell, such as an
Escherichia coli bacterium, by a process called transformation, and the cell
is allowed to multiply and form a large population of cells. Each of these
cells harbors many identical copies of the recombinant plasmid. The cells
are then cultured in growth media containing the antibiotic to which the
plasmid confers resistance. This ensures that only cells containing the
recombinant plasmid will survive and replicate. A researcher then harvests
the cells and can extract and purify many copies of the plasmid.

Another method to produce many copies of a DNA molecule, which is
even simpler than traditional recombinant cloning methods, is the poly-
merase chain reaction (PCR). PCR amplifies the DNA in a reaction tube
without the need for a plasmid to be grown in bacteria.

Importance for Medicine and Industry
The ability to clone a gene is not only valuable for conducting biological
research. Many important pharmaceutical drugs and industrial enzymes are
produced from cloned genes. For example, insulin, clotting factors, human
growth hormone, cytokines (cell growth stimulants), and several anticancer
drugs in use are produced from cloned genes.

Before the advent of gene cloning, these proteins had to be purified
from their natural tissue sources, a difficult, expensive, and inefficient
process. Using recombinant methods, biomedical companies can prepare
these important proteins more easily and inexpensively than they previously
could. In addition, in many cases the product that is produced is more effec-
tive and more highly purified. For example, before the hormone insulin,
which many diabetes patients must inject, became available as a recombi-
nant human protein, it was purified from pig and cow pancreases. However,
pig and cow insulin has a slightly different amino acid sequence than the
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human hormone. This sometimes led to immune reactions in patients. The
recombinant human version of the hormone is identical to the natural human
version, so it causes no immune reaction.

Gene cloning is also used to produce many of the molecular tools used
to study genes. Even restriction enzymes, DNA ligase, DNA polymerases,
and many of the other enzymes used for recombinant DNA methods are
themselves, in most cases, produced from cloned genes, as are enzymes used
in many other industrial processes.

Genomic Versus cDNA Clones
A gene can take varying forms, and so can gene clones. The protein-
coding regions of most eukaryotic genes are interrupted by noncoding
sequences called introns, which are ultimately excluded from the mature
messenger RNA (mRNA) after the gene is transcribed. In addition to the
protein-coding sequences, all genes contain “upstream” and “downstream”
regulatory sequences that control when, in which tissues, and under what
circumstances the gene is transcribed. A clone containing the entire region
of a gene as it exists on the chromosome, including introns and nontran-
scribed regulatory sequences, is called a genomic clone because it is derived
directly from genomic, or chromosomal, DNA.

It is also possible to clone a gene directly from its messenger RNA tran-
script, from which all introns have been removed. This type of clone, called
a complementary DNA or cDNA clone, includes only the protein-coding
sequences and upstream and downstream sequences that do not code for
amino acids but that may control how the mRNA transcript gets translated
to protein.

To prepare cDNA a researcher starts with mRNA and then makes a
complementary single-stranded DNA copy using the enzyme reverse tran-
scriptase. Reverse transcriptase is a DNA polymerase that synthesizes DNA
based on an RNA template that is produced by retroviruses. After the mRNA
strand is digested away by another enzyme, called RNase H, DNA poly-
merase can synthesize a second DNA strand by using the newly made first
strand cDNA as a template.

Because cDNAs lack introns, the protein-coding region in a cDNA mol-
ecule is contained in a single uninterrupted sequence, called an open read-
ing frame, or ORF. This makes cDNA clones extremely useful for predicting
the amino acid sequence of the protein that a gene encodes. It also makes
it possible to direct protein synthesis from a eukaryotic cDNA clone in a
bacterium, which cannot splice introns. With introns still present in a cloned
gene, the bacteria will misinterpret the intron sequences as protein-encoding
sequences. The resulting incorrect messanger RNA will encode a protein
with an incorrect amino acid.

“Gene Cloning” Usually Means “Gene Identification”
When researchers report in a scientific journal that they have “cloned a
gene” they are not referring to the rather mundane process of amplifying
copies of a DNA molecule. What they are really talking about is the mol-
ecular identification of a previously unknown gene, and determination of its
precise position on a chromosome. There are many different methods that
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can be used to identify a gene. Two of the most common approaches are
discussed below.

A gene can be defined in several ways. In fact, the concept of the gene
is undergoing a re-evaluation as scientists are analyzing the complete
genomes of more and more organisms and finding that many sequences
encode more than one protein product. Gregor Mendel identified genes—
for example, he identified the factor that made peas either yellow or green—
long before he or anyone else knew that genes were encoded on segments
of the DNA that made up chromosomes. Studying genetics in the fruit fly,
Drosophila melanogaster, Morgan and Sturtevant demonstrated that genes are
entities that reside at measurable locations, or loci, on chromosomes,
although they did not yet understand the biochemical nature of genes.

Modern geneticists often use the same methods as Mendel and Morgan
to identify genes by physical traits, or phenotypes, that mutations in them
can cause in an organism. But today we can go even further. Using a broad
range of molecular biology techniques, including gene cloning, researchers
can now determine the precise DNA coding sequence that corresponds to
a particular phenotype. This capability is tremendously powerful, because
discovering the gene responsible for a trait can help humankind understand
the cellular and biochemical processes underlying the trait. For example,
geneticists have learned a great deal about the basis of cancer by identify-
ing genes that, when mutated, contribute to cancer. By studying these genes,
researchers now know that many of them control when cells divide (e.g.,
proto-oncogenes and tumor suppressor genes) or when they die (e.g., the
apoptosis genes). Under some circumstances, when such genes are damaged
by mutation, cells divide when they shouldn’t, or don’t die when they should,
leading to cancer.

Positional Cloning
Positional cloning starts with the classical methods developed at the turn of
the twentieth century by Thomas Hunt Morgan, Alfred Sturtevant, and their
colleagues, of genetically mapping a particular phenotype to a region of a
chromosome. A detailed discussion of genetic mapping is beyond the scope
of this section, but, in general, it is based on conducting genetic crosses
between individuals with two different mutant traits and analyzing how often
the traits occur together in the progeny of subsequent generations.

Genetic mapping provides a general idea of where a gene is located on
a particular chromosome, but it does not identify the precise DNA sequence
that encodes the gene. The next step is to locate the gene on what is called
the physical map of the chromosome. A physical map is a high-resolution
map of all the DNA sequences that make up a chromosome. One type of
physical map is a restriction map, which depicts the order of DNA frag-
ments produced when a large DNA molecule is cut with restriction endonu-
cleases (restriction enzymes).

Restriction maps have been made for the complete genomes of several
model genetic organisms, such as the fruit fly (Drosophila melanogaster), and
the roundworm, (Caenorhabditis elegans). For these organisms, individual
large DNA fragments—on the order of forty to one hundred thousand base
pairs from the whole genome—have been cloned in bacterial plasmid vec-
tors to make a “library” of the genome. Each fragment is mapped to a known
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position, but the identify of the gene or genes it contains is originally
unknown. To identify the genes, a cloned fragment is introduced into a
mutant fly or roundworm.

To pinpoint the location of a particular gene, a researcher can intro-
duce one or several of the plasmid clones from the physical map that are in
the general vicinity of the region on the genetic map where the gene is
thought to lie into a mutant that is defective in the gene of interest. If the
introduced DNA corrects the mutant’s defect, that DNA probably contains
a normal copy of the defective gene. But these large clones usually contain
several genes. By further “trimming” the DNA into smaller subfragments
and testing the ability of each subfragment to rescue mutants, the researcher
can eventually home in on the gene. As further confirmation that this gene
is the cause of the mutant phenotype, the researcher can isolate the corre-
sponding gene from the mutant and determine its DNA sequence to see if
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it contains a mutation (a DNA sequence alteration) relative to the normal
gene sequence.

Expression Cloning
In some cases, a researcher becomes interested in studying a gene not
because mutations in it cause an interesting phenotype but because the pro-
tein it encodes has interesting properties. A prominent example is beta-amy-
loid protein, which accumulates in the brains of Alzheimer’s disease patients.

Expression cloning is a method of isolating a gene by looking for the
protein it encodes. If the protein of interest is an enzyme, it can be found
by testing for its biochemical activity. A very common method for identify-
ing a particular protein is by using antibodies, or immunoglobulins, that
bind specifically to that protein. Expression cloning usually uses a cDNA
library, in which protein-coding sequences are uninterrupted by introns.
Each cDNA is inserted into an “expression vector,” which contains all the
necessary signals for the DNA to be transcribed into mRNA. The mRNA
can then be translated into protein. Thus the host cell harboring the clone
will produce the gene’s protein product, and the protein can then be detected
by biochemical or immunologic methods. Once the cell making the protein
is found, the cDNA can be re-isolated and the gene sequenced by standard
means.

Gene cloning techniques continue to advance rapidly, aided by the
Human Genome Project and bioinformatics. It is likely that positional
cloning will take on a secondary role, and that bioinformatics and proteomics
methods will begin to contribute more, as more progress in these fields is
made. SEE ALSO Bioinformatics; Blotting; Chromosomes, Artificial;
Cloning Organisms; Cloning: Ethical Issues; DNA Libraries; Gene;
Gene Discovery; Human Genome Project; Linkage and Recombination;
Marker Systems; Morgan, Thomas Hunt; Plasmid; Polymerase Chain
Reaction; Recombinant DNA; Restriction Enzymes; Reverse Tran-
scriptase; RNA Processing; Sequencing DNA; Transformation.

Paul J. Muhlrad
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Cloning: Ethical Issues
Cloning is the creation of an individual that is a genetic replica of another
individual. The process transfers a nucleus from a somatic nonreproductive
cell into an “enucleated” fertilized egg, one that has had its own nucleus
destroyed or removed. The genes in the transferred nucleus then direct the
development of a complete organism from the altered fertilized egg. Two
individuals who are clones have identical genes in their cell nuclei, but dif-
fer in characteristics that are acquired in other ways.

Cloning in Context
Cloning is a natural phenomenon in species as diverse as armadillos, poplar
trees, aphids, and bacteria. Identical twins are clones. Biologists have been
cloning some organisms, such as carrots, for decades. Attempts to clone ani-
mals have been far less successful. They began long before the February
1997 announcement of the birth of Dolly, a sheep cloned from a mammary
gland cell nucleus of a six-year-old sheep.

Oxford University developmental biologist John Gurdon cloned frogs
in the 1960s, but in a limited way. He showed that a nucleus from a tad-
pole’s intestinal lining cell could be transferred to an enucleated fertilized
egg and support development to adulthood, and that a nucleus from an adult
cell could support development as far as the tadpole stage. However, he was
unable to coax a nucleus from an adult amphibian’s cell to support devel-
opment all the way to adulthood. In the 1980s several companies tried to
commercialize cloning of livestock from nuclei taken from embryos or
fetuses. The efforts failed because the cloned animals were nearly always
very unhealthy newborns and did not survive for long. Currently, livestock
cloning is limited to research, although some companies offer tissue preser-
vation services in anticipation of future advances in commercial livestock
cloning. There is no reason to believe that human clones would fare any
better in terms of health or survivability than most cloned animals do.

The Cloning Ban
Ethical concerns about whether an action is “right” or “wrong” are often
clouded by subjectivity, emotion, and perspective. Cloning members of an
endangered species, for example, is generally regarded as a positive applica-
tion of the technology, whereas attempting to clone an extinct woolly mam-
moth from preserved tissue elicits more negative responses, including that
this interferes with nature. A project at Texas A&M University, funded by a
dog lover wishing to clone a beloved deceased pet, announced the first suc-
cessful cloning of a domestic animal, a cat, in February 2002. Cloning pets
when strays crowd shelters might be seen as unethical. A different set of eth-
ical issues emerges when considering the cloning of humans, which a few sci-
entists and physicians have proposed doing outside of the United States.
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Bioethics is concerned with the rights of individuals, such as the right
to privacy and the right to make informed medical decisions. It is difficult
to see how these issues would apply to cloning, unless someone was forced
or paid to provide material for the procedure, or if an individual was cloned
and not informed of his or her origin. Ethical objections to cloning seem
to focus more on the fact that this is not a normal way to have a baby.
Accordingly, the U.S. House of Representatives voted overwhelmingly on
July 31, 2001 to pass legislation that would outlaw human cloning for any
reason. However, the broadness of this action may impede other types of
medical research, thus introducing a different bioethical dilemma.

The legislation seeks to ban all human cloning, both “reproductive
cloning” that would be used to create a baby, and “therapeutic cloning.” In
therapeutic cloning, a nucleus from a somatic cell is transferred to an enu-
cleated donor egg, and an embryo is allowed to develop for a few days. Then,
cells from a part of the embryo called the inner cell mass are used to estab-
lish cultures of embryonic stem cells that are genetically identical to the
individual who donated the somatic cell nucleus.

If this person has a spinal cord injury or a neurodegenerative disease,
the embryonic stem cells might specialize into needed neural tissue. To
treat muscular dystrophy, the cells might be coaxed to differentiate into
muscle-cell precursors. Such tailored embryonic stem cells would have
many applications, and a person’s immune system would not reject what is
essentially its own tissue. Some people argue that therapeutic cloning vio-
lates the rights of early-stage embryos; others argue that banning this
research violates the rights of people who might benefit from embryonic
stem cell therapy.

According to the bill’s ban on producing or selling “any embryo pro-
duced by human cloning,” scientists caught in the act could expect a fine of
up to $1 million or ten years in prison. Proposals to exempt therapeutic
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cloning were defeated. The criminalization of basic research is unprece-
dented: Before 2001, bans on using embryonic stem cells applied only to
federally funded research, and work using a small number of previously exist-
ing stem cell lines was permitted. Since the 2001 ruling, some researchers
have moved to nations that permit them to derive new embryonic stem cell
lines. Stem cells that are normal parts of adult bodies are being investigated
as alternative sources of replacement tissues.

Cloning Misconceptions
The premise that a clone is an exact duplicate of another individual is
flawed, and so if the intent of cloning is to create such a copy, it simply
will not work. For example, the tips of chromosomes, called telomeres,
shorten with each cell division. A clone’s telomeres are as short as those
from the donor nucleus, which means that they are “older” even at the start
of the clone’s existence. DNA in the donor nucleus has also had time to
mutate, that is to say, it has had time to undergo modification from its orig-
inal sequence, thus distinguishing it genetically from other cells of the
donor. A mutation that would have a negligible or delayed effect in one
cell of a many-celled organism, such as a cancer-causing mutation, might
be devastating if an entire organism develops under the direction of that
nucleus. Finally, the clone’s mitochondria, the cell organelles that house
the reactions of metabolism and contain some genes, are those of the recip-
ient cell, not the donor, because they reside in the cytoplasm of the egg.
Mitochondrial genes, therefore, are different in the clone than they are in
the nucleus donor. The consequences of nuclear and mitochondrial genes
from different individuals present in the same cell are not known, but there
may be incompatibilities.

Perhaps the most compelling reason why a clone is not really a dupli-
cate is that the environment affects gene expression. Cloned calves have dif-
ferent color patterns, because when the animals were embryos, the cells that
were destined to produce pigment moved in different ways in each calf. For
humans, consider identical twins. Nutrition, stress, exposure to infectious
diseases, and other environmental factors greatly influence our characteris-
tics. For these reasons, cloning a deceased child, the application that most
would-be cloners give for pursuing the technology, would likely lead to dis-
appointment.

Bioethical concerns over cloning may be moot, because the procedure
is extremely difficult to do. Dolly was one of 277 attempts; Cumulina, the
first cloned mouse, was among 15 liveborn mice from 942 tries. Cloning so
often fails, researchers think, because it is not a natural way to start the
development of an animal. That is, the DNA in a somatic cell nucleus is not
in the same state as the DNA in a fertilized ovum. The donor DNA in
cloning does not pass through an organism’s germ line, the normal devel-
opmental route to sperm or egg, where gene activities are regulated as a
new organism develops.

Ethical objections to human cloning are more philosophical than they
are practical. The very idea of cloning assumes that our individuality can be
understood so well that we can duplicate it. If human cloning ever became
a reality, that this is not true would become evident. After all, we are more
than a mere collection of genes. SEE ALSO Biotechnology: Ethical Issues;
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Cloning Genes; Cloning Organisms; Mitochondrial Genome; Stem
Cells; Telomere.

Ricki Lewis
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Cloning Organisms
There are two distinct types of cloning: molecular and organismal. Molec-
ular cloning is the removal of a stretch of DNA, usually a gene, from an
organism, and its insertion into another piece of DNA, such as a plasmid,
to form a substance called recombinant DNA. This recombinant DNA may
then be expressed in, or simply carried passively by, another organism, such
as bacteria. Organismal cloning, the subject of this entry, is the production
of genetically identical organisms and, as such, can be used to produce genet-
ically identical copies of livestock or may be used to produce new members
of endangered or even extinct species. It may be especially cost-effective to
clone animals that produce therapeutic proteins such as blood clotting fac-
tors, thus combining both types of cloning. Cloning is controversial, how-
ever, because our understanding of the procedures needed to clone mammals
may be applied to human cloning, which gives rise to profound ethical issues.

The History of Cloning
Cloning has a long history. Animals that reproduce sexually produce clones
whenever identical twins are born. These twins are genetically indistin-
guishable, and are formed when a fertilized egg separates at a very early
stage of development. Clones are also the natural product of asexual repro-
duction, although in this case perfect clones cannot be maintained through
an infinite number of generations, because spontaneous mutations can and
do occur. Lastly, clones can be produced by regeneration in both plants and
animals. For example, plant cuttings will regenerate roots and, ultimately,
an entire “new” plant, and some invertebrates, such as planaria, can regen-
erate two identical animals if the adult is cut in half. In these forms, cloning
has been with us for a very long time.

Since the mid-1960s, scientists have been able to culture plant cells, that
is, grow cells from plants such as tobacco and carrots in a petri dish, to get
thousands of genetically identical cells. From such cultured cells an unlim-
ited quantity of cloned plants can then be grown. These cultured cells can
be modified to contain recombinant, or cloned, DNA as well.

Cloning Amphibians
The first cloning of a vertebrate by nuclear transfer was reported by John
Gurdon of the University of Cambridge in the 1950s. In nuclear 
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transplantation, the nucleus of an unfertilized donor egg is either mechan-
ically removed or it is destroyed by ultraviolet light in a process called enu-
cleation. The original nucleus is then replaced by a nucleus containing a
full set of genes that has been taken from a body cell of an organism. This
procedure eliminates the need for the fertilization of an egg by a sperm.

The most successful nuclear transplants have been achieved after seri-
ally transferring donor intestinal nuclei, that is, putting an adult nucleus
from an intestinal cell into an egg whose nucleus was destroyed, allowing
the egg to divide only a certain number of times, removing nuclei from these
cells, and repeating this process several times before allowing the embryo
to complete development. Eventually, transplantation of nuclei from albino
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embryonic frog cells into enucleated eggs from a dark green female frog led
to the production of adult albino frog clones, demonstrating that a properly
treated adult nucleus could support the full development of an egg into an
adult clone. Later experiments demonstrated that nuclei from cells of other
tissues, even quiescent cells such as blood cells, could also be used if prop-
erly treated. Despite these successes, no adult frog has been cloned when a
nucleus from an adult cell was used without serial transfer. Without serial
transfer of the nuclei, the animals would only develop to the tadpole stage,
and then they would die.

Cloning of Mammals: Dolly
Nuclear transplantation has also been successful in producing mammalian
clones, most notably of sheep, cattle, pigs, and mice. The most famous cloned
mammal is a sheep named “Dolly,” the first animal to be cloned directly from
an adult cell. Experiments leading to the birth of Dolly were done at the
Roslin Institute with collaborators at Pharmaceutical Proteins Limited, both
in Scotland. This group had earlier produced Megan and Morag, the first
mammals to be cloned from cultured cells. These two sheep were produced
from embryonic cells, however, not from cells of an adult animal.

Dolly was born in the summer of 1996, the product of a nucleus from
the mammary gland of a six-year-old female Finn-Dorsett sheep and an egg
from a Scottish Blackface female. Mammary gland cells were grown in a
petri dish and were deprived of nutrients so that they would stop dividing,
just like an unfertilized egg. Donor eggs were taken from sheep soon after
ovulation, and nuclei were mechanically removed from them. These enu-
cleated eggs were then fused with the cultured mammary gland cells so that
a mammary gland nucleus would be inside an unfertilized egg. Two hun-
dred and seventy-seven such embryos were constructed and temporarily
allowed to divide in a petri dish, and then all of them were transferred into
the oviduct of a temporary surrogate mother. Of the original 247 embryos,
only 29 developed further, and these were transferred to 13 hormonally
treated surrogate mothers.

Only one surrogate mother became pregnant, and she only had one live
lamb, named Dolly. The success rate was very low, but Dolly has been
proven to be a true clone: She has all the characteristics of a Finn-Dorsett
sheep. Independent scientists used a technique called DNA fingerprinting
to show that Dolly’s DNA matched the donor mammary cells but did not
match that of other sheep in the Finn-Dorsett flock, nor did her DNA match
that of her surrogate mother or the egg donor. Similar results have been
obtained by Ryuzo Yanagimachi at the University of Hawaii, who worked
with several generations of cloned mice.

In 1997 Polly, a sheep created with a combination of both molecular
and organismal cloning techniques, was born. Polly was derived from a fetal
sheep cell that had been engineered to contain the human gene that makes
coagulation factor IX. Factor IX is missing in people with a disease called
hemophilia type B. Polly and two other sheep were engineered to produce
factor IX in their milk, thus providing people with hemophilia access to a
safer and less expensive source of clotting factor than was previously avail-
able. Because Polly was made from more easily cultured and, therefore, more
easily engineered embryonic cells, it is thought that this type of cloning
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technology holds the most promise for the future of pharmaceutical pro-
duction of proteins that cannot be made in bacteria.

In January 2001, the first cloned member of an endangered species was
born. This was a gaur, a wild ox native to India and southeast Asia, which
the researchers named Noah. The gaur was chosen by Advanced Cell Tech-
nology as a candidate for cloning after the company had successfully cloned
domestic cattle, which are related to the gaur species.

The embryo from which Noah developed was created from the nuclei
of frozen skin cells that had been taken from an adult male gaur that had
died eight years earlier. Skin cell nuclei were fused with enucleated domes-
tic cow eggs to produce forty embryos. One of these forty was carried to
full term in a surrogate cow mother. Unfortunately, Noah died of an infec-
tion two days after his birth (the infection is thought to be unrelated to his
origin as a cloned animal). Despite Noah’s death, it is likely that cloning
will eventually be used to aid the conservation of endangered species. In the
future, scientists may attempt to clone a recently extinct species, should
intact DNA for an extinct species be obtained.

Problems with Cloning
In general, the success rate of mammalian cloning is low, with less than 0.1
to 2.0 percent of transplanted nuclei yielding a live birth. The vast major-
ity of transplants fail to divide or to develop normally, indicating there is
much we still do not understand about reprogramming an adult nucleus to
support embryonic development. One thing that is clear, however, is that
having both the donor cell and host egg cell in a nondividing state is essen-
tial for success.

What might be both the most vexing and most interesting problem with
cloning is related to aging. Chromosomes “show their age” by a shortening
in their tips, or telomeres, a process that occurs every time the cell they
are in divides. This telomere shortening occurs in all cells except eggs, sperm,
and most cancer cells, and shortened telomeres are correlated with the aging
of organisms. Since the nuclear DNA in most cloned animals is taken from
an adult, the chromosomes of cloned animals are expected to have shorter
telomeres than animals of the same birth age that are produced by sexual
reproduction, causing researchers to wonder whether cloned animals will
age prematurely. Shorter telomeres have been found in Dolly and other
cloned sheep, but telomeres are reported not to be shorter in cloned mice
or cattle. Underlying reasons for the different results may include differ-
ences between cell types or species used.

The Myth of the Perfect Clone
Cloned animals are not 100 percent identical to their “parents.” Whenever
nuclear transplantation is used to produce cloned organisms, the offspring
display some differences from the organism that donated the nuclei. The
egg donor contributes mitochondria, the energy producers of eukaryotic
cells, and these mitochondria have their own small amount of DNA-
containing genes used for energy metabolism. Since mitochondria are inher-
ited only with egg cytoplasm, they will not match the mitochondria of the
animal from which the nucleus was taken. In addition, maternally derived
gene products, both mRNA (messenger RNA) and protein, which serve to
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begin embryonic development, will differ from that of the nuclear donor,
as will the uterine environment and the external environment. Thus, for
example, clones produced by nuclear transplantation will be significantly less
identical than will clones produced by twinning. SEE ALSO Cloning: Eth-
ical Issues; Cloning Genes; Conservation Biology: Genetic
Approaches; Hemophilia; Mitochondrial Genome; Reproductive Tech-
nology; Telomere; Transgenic Animals; Twins.

Elizabeth A. De Stasio
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College Professor
Professors of genetics at colleges and universities teach, perform research,
and handle administrative responsibilities. Professors may teach at the under-
graduate or graduate levels, or both. Undergraduate teaching involves class
lectures, small group seminars, and hands-on laboratory sessions. Professors
evaluate students based on their performances on examinations, essays, and
laboratory work, and may also work individually with students to advise them
about their college careers or to mentor them in independent laboratory stud-
ies. Graduate teaching provides advanced instruction in the field of genetics,
usually in smaller classes. Professors also act as mentors to graduate students,
providing a supportive environment for conducting research.

Research is an integral component of professorship. Professors apply for
grants to fund genetic experiments, perform original research, analyze the
results, and submit their findings for publication. They must keep current
with the published results of other scientists in the genetics field by read-
ing journals and books, attending the conferences of professional societies,
and interacting with other researchers. In addition, professors must fulfill
administrative responsibilities, including participation on departmental and
faculty committees that consider issues such as courses of study for students
(curricula), budgets, hiring decisions, and allocating resources.

Most genetics professors at four-year universities hold a doctorate
degree (Ph.D.) in a specialized area of genetics or molecular biology. Earn-
ing a Ph.D. first requires completion of an undergraduate bachelor’s degree.
The student must then complete graduate school, typically consisting of
about three years of advanced coursework and two to three years of origi-
nal, independent laboratory research. The results of this research are writ-
ten up in an extensive report, called a dissertation.

The career path of a college professor can be described as a rise through
four levels: instructor, assistant professor, associate professor, and full pro-
fessor. Instructors are either completing or have already earned their Ph.D.,
and are beginning their teaching careers. They usually spend about nine to
twelve hours a week teaching. The Occupational Outlook Handbook, published
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by the U.S. Department of Labor, lists the average instructor’s salary as
$33,400. After instructors have taught for several years, their teaching,
research, and publications are reviewed by their academic institution. If
found satisfactory, they are eligible for promotion to the position of assis-
tant professor. Assistant professors also teach nine to twelve hours weekly,
but are more likely to lecture in large undergraduate courses. They are
expected to conduct research projects and publish their work. Assistant pro-
fessors earn approximately $43,800.

With continuing success in research and teaching responsibilities, a pro-
fessor can obtain the position of associate professor. These faculty members
spend fewer hours on undergraduate teaching (about six to nine hours a
week), and are likely to lead graduate classes and advise graduate students
on their dissertation projects. They can expect to make about $53,200 yearly.
Promotion to full professorship is based on the quality of one’s research and
reputation with the field. Teaching is less emphasized, usually occupying
only three to six hours per week. Professors take an active role in the research
projects and dissertations of doctoral candidates. Further advancement
opportunities include positions in administration such as department chair,
dean of students, or college president.

College professors may work at public or private institutions. They gen-
erally teach for nine months of the year, allowing them to work in other
environments as well. Instructors may teach additional classes, act as con-
sultants to private, governmental, or nonprofit organizations, or author pub-
lications in their field of expertise. The ability to make one’s own schedule,
conduct original research, teach and mentor students, take paid leaves of
absence, and have access to campus facilities makes professorship an attrac-
tive and competitive choice for motivated individuals. SEE ALSO Educator;
Geneticist.

Regina M. Carney
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Colon Cancer
Colon cancer is the second leading cause of cancer death in the United
States, occurring in approximately 5 percent of the population and result-
ing in roughly 55,000 deaths annually. New cases of colorectal cancer are
diagnosed in approximately 90 per 100,000 people annually. The major-
ity of cases occur in individuals older than age fifty. Of those who suffer
from colorectal malignancy, an estimated 40 percent will die from the
disease.

Colon cancer–related health-care costs, consisting of outpatient visits,
hospitalizations, hospice and home health care, medications, and physician
services, exceed $5 billion per year. This figure does not include the indi-
rect costs of wages lost and reduced productivity.
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Developing Cancer
The colon, also known as the large intestine, is the final portion of the diges-
tive tract and consists of a tube (called the lumen) lined by specialized cells
called colonic epithelial cells. These cells are constantly reproducing in a
regulated manner, but when the growth and division of colonic epithelial
cells becomes unregulated, colon cancer may result.

Cancer is a form of unregulated cell growth in which growing cells
invade surrounding tissue. Such a growth is said to be malignant. Colon
cancer results when there are certain changes in the genes that control nor-
mal cell replication. In most cases, when cell growth becomes abnormal, a
visible growth (lesion) protrudes into the colon’s lumen and is termed an
adenomatous polyp (or adenoma). The polyp is not yet cancerous but may
become so, at which point it is called carcinoma. This process, in which nor-
mal tissue becomes cancerous, is known as the adenoma-carcinoma sequence
and may take between ten and fifteen years.

Major Genes Involved
The genes altered in the adenoma-carcinoma sequence normally play a role
in regulating the cell cycle, controlling the division and turnover of epithe-
lial cells. DNA mutations result in a loss of function of the gene and sub-
sequent unregulated cell growth. While many genes have been studied, the
ones most commonly associated with the majority of colon cancers are APC,
p53 and K-ras.

Colorectal cancer may develop in an individual who has a strong inher-
ited risk. This occurs, for example, in patients with familial adenomatous
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polyposis (FAP) and hereditary nonpolyposis colon cancer (HNPCC). These
patients will usually have a specific genetic alteration.

APC. The Adenomatous Polyposis Coli (APC) gene is found on chromo-
some 5 and is a tumor suppressor gene. Both alleles of the gene must be
inactivated for tumor growth to occur. In the normal cell, the APC gene
plays a role in regulating the cycle of cellular division and replication, as
well as in cell-to-cell communication, thereby suppressing tumor develop-
ment. Mutations of APC result in a loss of gene function, thus allowing
unregulated cellular proliferation. APC mutations are found in the majority
of common colon polyps and cancers and in patients with FAP, and they
may be one of the earliest genetic alterations in the adenoma-carcinoma
sequence.

K-ras. The K-ras gene plays an active role in cellular signaling and pro-
moting cell growth. The normal gene exists in both an active and inactive
form. However, in the abnormal state, the active form predominates and
results in a continually growth-stimulated state.

p53. The normal p53 gene is responsible for regulating cells with damaged
DNA by directing abnormal cells either to halt the cycle of cell division or
to die as the result of a process called apoptosis. Like APC, the p53 gene
is a tumor suppressor. With the p53 mutation, the gene no longer functions,
and this permits the uninhibited proliferation of cells that may have dam-
aged DNA. p53 mutations are seen in more than half of colorectal cancers.

Familial Adenomatous Polyposis (FAP)
FAP is characterized by the presence of hundreds or thousands of colonic
polyps, and it accounts for less than 1 percent of colon cancers. Affected
individuals are at increased risk of colorectal polyps and malignancy, and
they usually develop polyps by age thirty-five and cancer by age forty.
Because endoscopic removal of all the polyps is impossible, patients are
usually advised to consider colectomy at a relatively young age. In addition
to occurring in the colon, polyps occur in the upper digestive tract, and a
variety of tumors may develop outside the gastrointestinal tract. Because
mutations in the APC gene can be identified in most cases, genetic testing
is now available for affected families.

FAP is inherited as an autosomal dominant disorder with 95 percent
penetrance, meaning 95 percent of those who inherit one mutated APC gene
will develop FAP. At the cellular level, the APC mutation is actually reces-
sive: As long as there is one copy that is not mutated, the cell cycle will
remain controlled.

The apparent paradox of a recessive gene causing a dominant disorder
is resolved when we consider how a gene defect predisposes a person to can-
cer. Of the many millions of cells lining the colon, it is highly likely that
some will undergo spontaneous mutation in one of the two copies of the
APC gene.

For a person not affected by the APC gene, a spontaneous mutation of
one allele will not lead to cancer, because the other gene copy remains intact.
However, for a person affected who inherits one mutated copy of the APC
gene, each of the cells lining the colon begins with one bad gene copy. Any
mutation to the remaining good copy will cause the cell to lose control of
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its cell cycle and begin the process of polyp development. Given the num-
ber of cells involved, it is almost inevitable that this will occur in some of
them. Hence FAP is a dominant condition.

Hereditary Nonpolyposis Colon Cancer
HNPCC is an autosomal dominant disorder that may be responsible for up
to 5 percent of colon cancers. The genetic mutation leading to the abnor-
mality is the mutation of DNA mismatch repair genes. Individuals with this
mutation have up to an 80 percent chance of developing colon cancer. At
least five genes are involved in this syndrome.

Malignancy in patients with HNPCC occurs at a younger age than in
the general population, is more often located in the proximal colon (the por-
tion nearest the small intestine), and may be associated with multiple tumors.
HNPCC also carries an increased risk of tumors of the endometrium,
ovaries, stomach, small intestine, bile ducts, bladder, renal pelvis, and ureters.
Genetic testing is useful for HNPCC families.

Genetic Testing
Genetic testing may benefit patients and families affected by an inherited
colon cancer syndrome. The genetic mutations in FAP and HNPCC can
often be characterized. If a family member with colon cancer has an iden-
tified genetic abnormality, other family members can be tested to see if they
have the same abnormality.

If the mutated gene is not found, the abnormal gene was not inherited
and the family member is not at increased risk of developing cancer. Because
screening (i.e., colon examination) is more frequently performed for those
with FAP and HNPCC than others, genetic testing can be useful for deter-
mining who would benefit from intense surveillance.
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Other Risk Factors
In addition to the well-described genetic syndromes of FAP and HNPCC,
other factors that place an individual at increased risk include a personal
or family history of colon cancer and the presence of inflammatory bowel
disease (e.g., ulcerative colitis and Crohn’s disease). Population studies
support an association between the development of colon cancer and a
high-fat, low-fiber diet, although a cause-and-effect relationship has not
been proved.

Prevention
Inhibiting the development of polyps and cancers, finding and removing
premalignant polyps, and testing individuals at high risk may reduce colon
cancer–related morbidity and mortality. Colon cancer occurs less commonly
in individuals whose diets are high in calcium and folate, who take multivi-
tamins, and who maintain high-fiber and low-fat diets.

Non-steroidal anti-inflammatory medications like aspirin may reduce
the numbers of polyps, particularly in families with FAP. Colonoscopy can
identify polyps that may be premalignant and can facilitate polyp removal.
It is recommended that all individuals have a colonoscopy at age fifty. High-
risk patients, such as those with inflammatory bowel disease, FAP, or
HNPCC, should have screening initiated at an earlier age and repeat exams
at shorter time intervals. SEE ALSO Apoptosis; Breast Cancer; Cancer;
Carcinogens; Cell Cycle; DNA Repair; Genetic Testing; Mutation;
Oncogenes; Tumor Suppressor Genes.

David E. Loren and Michael L. Kochman
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Color Vision
Sight is a complex process that results when visible light, a narrow band of
the electromagnetic spectrum between 400 and 700 nanometers (nm), is
converted into signals that can be interpreted by the brain. This process
involves special light-sensitive cells called photoreceptors that are located in
the retina, a thin structure that lines the inside of the eye. These cells cap-
ture packets of light, called photons, and transform their energy into sig-
nals that are transported from the eye to the occipital cortex, the portion of
the brain that allows us to interpret these signals as sight.

Normal human color vision is trichromatic (based on the perception of
three primary colors) and requires three types of photoreceptor cells, called
cones, each of which contains a different photopigment. Each photopigment
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absorbs particular wavelengths of light in the short (blue, 440-nm), middle
(green, 545-nm), or long (red, 560-nm) wavelength region of the visible
spectrum. About 7 percent of all cones are blue-sensitive, 37 percent are
green-sensitive, and 56 percent are red-sensitive. These cones are the basic
mediators of color vision. If one or more of their pigments is missing, color
blindness results. Rod cells, unlike cones, detect light intensity but not color.
The photopigment in rod cells is called rhodopsin.

The spectral sensitivity of the cone photopigments is intimately related
to the structure of the pigment molecules. These are concentrated in the
photoreceptor outer segment, the portion of the cell containing the photo-
transduction machinery. Each pigment molecule consists of an opsin pro-
tein and a chromophore (11-cis-retinal), which is a derivative of vitamin A.
Photon absorption by the pigment molecules causes a change in the shape
of the chromophore, which initiates the processes that lead to vision.

The different opsins of the cone photopigments and of the rod pho-
topigment are encoded by four separate genes, the BCP (blue cone pigment),
GCP (green cone pigment), RCP (red cone pigment), and RHO (rhodopsin)
genes. The genes encoding the blue cone and rod pigments reside on the
long arms (called the q arms) of chromosome 7 and chromosome 3, respec-
tively. The genes encoding the red and green cone pigments reside on the
q arm of the X chromosome.

Color vision defects may be divided into two groups, hereditary and
acquired. Hereditary color vision defects are almost always “red-green” and
affect 8 percent of males and 0.5 percent of females. Acquired defects are
more often “blue-yellow,” and affect males and females equally. Hereditary
defects are typically bilateral (affecting both eyes), while acquired defects
may affect one eye only and are often asymmetric. Hereditary color vision
defects tend to remain stable throughout life and are usually not associated
with other retinal or optic nerve pathology. Acquired defects, however, may
have a more variable course and are frequently associated with observable
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CLASSIFICATION AND INCIDENCE 
OF COLOR VISION DEFECTS
   

   Incidence in
   Male Population
 Color Vision Inheritance (Percent)

I .  Hereditary

 Trichromats
 1. Normal  92.0
 2. Deuteranomalous XR 5.0
 3. Protanomalous XR 1.0
 4. Tritanomalous AD 0.0001

I I .  Acquired

 Dichromats
 1. Deuteranopes XR 1.0
 2. Protanopes XR 1.0
 3. Tritanopes AD 0.001

 Monochromats (achromats)
 1. Typical (rod monochromats) AR 0.0001
 2. Atypical (cone monochromats) XR Unknown

 1. Tritan (blue-yellow) 
 2. Protan-deutan (red-green)
 

Table 1. Adapted from
American Academy of
Ophthalmology, 1995.



ocular pathology. A common cause of acquired color-vision loss is optic
nerve disease, such as optic neuritis.

Inherited color blindness usually results from the loss of one of the pho-
topigments and reduces color vision to two dimensions, or dichromacy.
Other less common conditions reduce color vision to one dimension (mono-
chromacy), or may completely extinguish it (achromacy). Vision in this last
circumstance is purely dependent on the rods, which function primarily in
dim conditions and do not contribute to color vision.

The most common forms of hereditary color blindness are protanopia/
anomaly and deuteranopia/anomaly, both of which are caused by defects in
the red (L) and green (M) cones. Also known as red-green color vision defi-
ciencies, they typically demonstrate an X-linked recessive pedigree pattern.
The incidence of X-linked color-vision defects varies between human pop-
ulations of different racial origin, with some of the highest rates appearing
in Europeans and some populations in India.

The incidence of these common forms of color blindness is much lower
in females than in males because the defects are inherited as X-linked reces-
sive traits. Males, who have only one X chromosome, are hemizygous (mean-
ing that they have only one gene present for the trait) and they will always
manifest a color vision deficiency if they inherit an abnormal gene from
their mother. Females, on the other hand, have two X chromosomes, one
inherited from each parent, so they will not usually show a complete man-
ifestation of the typical color defect unless they are homozygous, though a
partial manifestation of color blindness may be present in heterozygotic car-
riers. A variety of special tests are used to screen for these red-green color-
vision defects. SEE ALSO Inheritance Patterns; Mosaicism; Signal
Transduction; X Chromosome.

Eric A. Postel
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COLOR VISION TESTS
  

  Sensitivity/ Ease of
 Test Quantification Administration

AO-HRR Will miss very mild Excellent for all
   R-G/good classification  ages

Farnsworth-Munsell Extremely sensitive/ Tedious to administer
 100 hue  classify by error
   scoring

Ishihara Extremely sensitive/ Difficult for pre-
   nil  school children and
     low-IQ patients

Farnsworth's Will only detect Easy to administer
 Panel D-15  severe anomalous
   trichromats and
   dichromats/good
   classification

Nagel's Very sensitive/classify Good
 anomaloscope  by anomaly (R-G)
   quotient

Sloan's Grossly sensitive/ Easy to administer
 achromatopsia  very incomplete
 test  achromatopsia pass

NOTE: All tests, with exception of Nagel's anomaloscope, are to be administered under an illuminant C source such as 
provided by Macbeth easel lamp.

Table 2. Adapted from
American Academy of
Ophthalmology, 1995.
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Combinatorial Chemistry
Combinatorial chemistry is a technology for creating a multitude of differ-
ent compounds by reacting different combinations of interchangeable chem-
ical “building blocks.” The compounds are then screened for their ability
to carry out a specified function, most commonly to act as drugs to treat a
disease. Combinatorial chemistry allows the rapid synthesis and testing of
many related compounds, greatly speeding the pace of drug discovery. Auto-
mated synthesis and screening systems are key to this approach.

The Combinatorial Approach
There are two general approaches for finding the correct answer to a ques-
tion (besides asking someone who knows). One way is to learn everything
relevant to the topic and then to use your knowledge to arrive logically at
the answer. Scientists, and most other people, almost always use this method.
A second approach is to keep guessing until you’ve guessed right! This seems
like a foolhardy strategy, and usually is. What if it took a million guesses
before you stumbled upon the right answer? But what if you could make a
million or a billion guesses all at once? Through combinatorial chemistry,
scientists can make and test millions, billions, or even quadrillions (1015) of
guesses about which chemical compound might have a desirable function,
such as the ability to bind to a specific molecule, or to serve as a drug.

Many chemicals are pieced together through combinations of smaller
building blocks. For example, benzene is a chemical consisting of six car-
bon atoms connected in an aromatic ring structure, with a hydrogen atom
bound to each carbon. Substituting one of the hydrogens with a hydroxyl
(-OH) group forms the chemical phenol. Substituting a methyl (-CH3) group
instead forms toluene, and substituting an amino (-NH2) group forms ani-
line. Because of their different “functional groups,” or side groups, all of
these compounds have very different physical and chemical properties. More
variations can be synthesized by substituting additional side groups with
more than one of the hydrogens. By substituting one of just these three
groups (or by not adding any groups) for any of the six hydrogens in a ben-
zene ring, there are 46, or 4,096, possible combinations (the number of dif-
ferent compounds is much smaller, because benzene is symmetrical, and
many of the combinations represent equivalent structures).

Side groups can also be placed onto other side groups. For example, a sin-
gle chlorine atom can substitute for one of the hydrogens of the methyl group
in toluene to form benzyl chloride. By using a moderately sized collection of
side groups, placing them onto a “scaffold” molecule that is more complex than
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benzene (such as cholesterol, which has three six-carbon rings and a five-car-
bon ring), and by using additional levels of side groups, combinatorial chemists
can synthesize vast numbers of distinct but related compounds.

Although the utility of combinatorial chemistry was not fully appreci-
ated by scientists until the 1980s, nature uses this strategy over and over.
Genes, after all, are composed of different combinations of only four dif-
ferent nucleotides, and just twenty different amino acids form the building
blocks of all proteins. In the immune systems of mammals, B lymphocytes
use an elaborate scheme for mutating and combining different segments of
antibody genes to generate a diverse pool of antibody molecules that can
recognize and bind a wide array of alien molecules that enter the body with
a pathogen infection.
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Drug Targets
Combinatorial chemistry is most often used to synthesize “small mole-
cules,” in contrast to macromolecules such as DNA, RNA, proteins, and
polysaccharides, which are polymers containing long chains of monomer
subunits. Because of their enormous size, macromolecules cannot easily
enter cells, which is an important requirement for compounds intended for
use as drugs.

In many cases the combinatorial chemist is looking for a compound that
will bind tightly and specifically to a cellular molecule, such as the catalytic,
or “active,” site on the inside of an enzyme. Small molecules can fit into
the holes and crevasses leading to the active site. By binding the enzyme,
the synthetic compound may prevent it from binding to its natural substrate
or from carrying out its catalytic reaction. Defective enzymes that resist nor-
mal cellular restraints on their activities are responsible for many diseases,
including certain cancers. Chemical inhibitors of such rogue enzymes hold
promise as powerful drugs. Alternatively, binding of a small molecule to an
enzyme could enhance the enzyme’s normal activity. Such molecules have
potential as drugs for diseases caused by insufficient activity of a crucial
enzyme.

For two molecules to bind to one another, they must have a proper fit,
like a key in a lock. The fit depends on the shapes of the two molecules as
well as on the chemical interactions between them. For example, two pos-
itively charged side groups will repel each other, but negative and positive
groups can attract. Not surprisingly, a synthetic compound that binds a par-
ticular molecule often has chemical properties and a shape mimicking the
natural ligand for the molecule. Such compounds are termed analogues.

When the drug target is known, its structure can be used as a template
to create analogues with complementary shapes. Alternatively, if an ana-
logue is already in hand that binds the target but has undesirable properties
(such as weak binding, poor solubility, or serious side effects), this structure
can be used as a starting point. Even without such clues, the speed and
automation of the combinatorial approach makes it feasible to randomly
synthesize and test millions of compounds.

High-Throughput Screening
A library of a billion or more different molecules is only useful if the mol-
ecules can be quickly and economically screened for the desired function.
“High-throughput” techniques have been developed that automate most of
the steps required to combine the molecules with their targets and evaluate
the extent of any reaction.

Typically, the molecules are arrayed on a solid surface and the target
is added. Unbound target is washed away. Fluorescent tags are often added
to the target, to allow easy (and automated) visualization of the results.
Robotic systems controlled by computers can react and evaluate billions
of separate compounds in the time it would take a human to screen a
dozen. One such approach is used in DNA microarrays, in which thou-
sands of genes from a DNA library are attached to a solid base. These
are reacted with messenger RNAs from a cell, and the results are visual-
ized fluorescently.
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SELEX
In addition to its use in drug development, combinatorial chemistry can be
applied to other areas of biomedical research, such as the design of mole-
cules for diagnosing medical conditions. Compounds for these applications
can be larger than pharmaceutical compounds, and do not have to be
designed to enter the body. Using a novel combinatorial chemistry method
called in vitro selection or SELEX (systematic evolution of ligands by expo-
nential enrichment), a short DNA or RNA molecule (termed an oligonu-
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cleotide) with a desired property, such as the ability to specifically recog-
nize and bind a molecule associated with a particular disease, can be selected
in a single experiment from a library containing approximately 1015 differ-
ent compounds. First, a library of oligonucleotides is created in a machine
called an oligonucleotide synthesizer. This apparatus can make oligonu-
cleotides with either a defined or random sequence.

Oligonucleotides for SELEX are designed to have a central region con-
taining random sequence and outer, flanking regions with defined sequences.
These defined sequences will be used as primer-binding sites for the poly-
merase chain reaction (PCR). The oligonucleotide library is prepared as a
mixture, usually containing about 1014 to 1015 different sequences. These
specialized oligonucleotides, termed aptamers, are then exposed to target
ligand molecules, which are typically attached to a solid support, such as a
filter membrane. The unbound aptamers are then washed away, leaving only
the rare aptamers that can bind the ligand adhering to the filter. These
aptamers can then be recovered from the filter by washing it with a solu-
tion that disrupts the binding.

These binding candidate aptamers represent a minuscule fraction of the
original library. Some may bind the target ligand tightly, but others may
bind weakly. Since all the aptamers have defined primer-binding sites on
the ends, this much-reduced population can now be amplified exponentially
by PCR. After amplification, the aptamers can be subjected to another round
of ligand binding, now using more stringent washing conditions, in which
only the tightest-binding molecules will stay bound. These high-affinity
binders can be recovered again subjected to still more cycles of PCR ampli-
fication, binding, washing, and recovery, until the population of aptamers
consists exclusively of very tightly binding molecules.

For some applications, these molecules are useful directly. They can also
be studied to design non-DNA molecules that have similar shapes but that
will have more potential as drugs. SEE ALSO DNA Libraries; DNA
Microarrays; High-Throughput Screening.

Paul J. Muhlrad
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Complex Traits
Complex traits are those that are influenced by more than one factor. The
factors can be genetic or environmental. This is in contrast to simple genetic
traits, whose variations are controlled by variations in single genes. Exam-
ples of simple traits include Huntington’s disease and cystic fibrosis. Each
of these traits is caused by a mutation in a single gene that alters or destroys
the function of that gene. There are several thousand disorders caused by
single genes, but these are almost always quite rare in the population, often
occurring in less than one in five thousand individuals.

Complex Traits

177

mutation change in
DNA sequence

PCR polymerase chain
reaction, used to
amplify DNA



Almost any trait that is not simple is considered complex. If there are
just a few genes that affect a trait, it may be called oligogenic. If there are
many different genes that affect a trait, it may be called polygenic. If other,
nongenetic factors are involved, it may be called multifactorial.

Diseases inherited as complex traits are often much more common in
the population and include heart disease, Alzheimer’s disease, and diabetes.
There are many factors that can affect a complex disease. Perhaps most com-
monly, these traits have multiple genes, where variations in those genes can
influence the risk of developing the disease.

How Genes Are Involved in Complex Disease
Because there are multiple factors involved in complex traits, such traits are
difficult for scientists to study and even more difficult to understand. This
is because the different factors may not all act equally or independently on
the trait.

For example, if there are three genes involved in a trait, the simplest
hypothesis is that each gene will contribute about one-third of the genetic
effect on the trait. If the effect of the variations in the genes can be added
together, then this is called an additive effect. However, that is not the only
way multiple genes can have an effect. Rather than being added together,
the effects of variations in the genes may have to be multiplied together. If
this is the case, this is called a multiplicative effect. Both parts of figure 1
show examples of additive and multiplicative effects.

Both additive and multiplicative effects imply that a variation in each
gene has an effect and that the overall effect gets larger when additional
genes are involved. However, in some cases two or more gene variants may
need to occur together before any effect is seen. An example of this is shown
in Figure 2. If multiple genetic variants must occur together, then this is
called an epistatic interaction. In epistasis, a particular form of one gene
must be present for the effect of a second to be felt.

The overall effect of genes on a trait can be even more complicated,
because genes may act in combinations of additive, multiplicative, and epista-
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GG GT TT

GG 0 2 4

GT 2 4 6

TT 4 6 8

Figure 1A. In this model
two-gene system, the risk
of developing a disease
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It is determined by
adding risk (2) for each T
a person has at both
Gene 1 and 2.



tic ways. For example, if there are six different genes whose variations can
influence the risk of developing the disease, Genes 1, 2, and 3 may act addi-
tively, Genes 4 and 5 may act multiplicatively, and Gene 6 may act in an
epistatic manner with Gene 2. Another level of complexity can occur because
different variations within the same gene may act differently. For example
one variation (allele) in Gene 1 may act additively with Gene 2, whereas
another may act multiplicatively with Gene 2.

In simple traits, the variations within the gene usually create major
changes in the way the gene’s product (the protein it codes for) acts. In most
cases, these changes (mutations) are considered causative, because having
them is enough to cause the disease. In other words, having the mutation
is sufficient to get the disease. These are called causative genes. For instance,
in Huntington’s disease, the presence of the expanded form of the hunt-
ingtin gene is sufficient to cause the disease.

In contrast, in complex traits, the variations in any one of the genes are
not usually enough to cause the trait. These variations may simply increase
(or decrease) the probability of developing the disease. Thus these genes,
and the variations within them, are often called susceptibility genes and sus-
ceptibility alleles. It is a particular combination of susceptibility alleles across
multiple genes, and possibly including environmental factors, that causes a
complex disease.

How the Environment Is Involved in Complex Disease
Genes are not the only things that can affect a complex trait. Often envi-
ronmental factors can also be involved. The type of environmental factors
can be very different for different traits. One obvious example of this is lung
cancer. Smoking cigarettes greatly increases the risk of developing lung can-
cer. Smoking also seems to have an effect on other diseases, including some
eye diseases (such as age-related macular degeneration). However, not every
chronic smoker will develop lung cancer or eye disease: The presence of
particular alleles of susceptibility genes is also a risk factor, as discussed
below.
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Other environmental factors, which may be more difficult to identify
directly, can still be identified by measuring other risk factors, such as gen-
der, age, occupation, level of education, use of alcohol, and other measures
of lifestyle. For example, the effect of estrogen may not be measured directly,
but could be identified by finding an effect of gender on the risk of devel-
oping the disease. The strength of an environmental effect may vary by how
much exposure a person has to that effect. For example, the number of years
someone has smoked or how many cigarettes per day someone smokes may
change the effect of exposure to smoke.

Genes and Environmental Factors May Interact
Just as with the genes themselves, which may act independently or together
to cause a complex trait, genes and environmental factors may act indepen-
dently or together to cause a complex trait. The actions can be additive,
multiplicative, or epistatic.

One example of a multiplicative effect occurs in lung disease. Some peo-
ple have a variation in the alpha-antitrypsin gene that moderately increases the
chance that they will develop lung disease. However, if individuals with this
variation also smoke regularly, they are at a greatly increased risk of getting
lung disease, more than just smoking alone or just having the variation alone.
Other cancer-related genes include tumor suppressor genes, whose particu-
lar alleles can influence the risk of developing breast cancer, for instance.

An Example of a Complex Trait
Alzheimer’s disease is characterized by a gradual loss of brain function, usu-
ally starting with increasing loss of memory. Four different genes have been
identified that can play a role in causing Alzheimer’s disease. Rare mutations
in each of three different genes (on different chromosomes) can each cause
Alzheimer’s disease. A common variation in a fourth gene, called ApoE, which
occurs in approximately 35 percent of the population, increases the risk of
developing Alzheimer’s disease about threefold if a person has one copy of
the allele (called e4), and about tenfold if they have two copies of the allele.
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Taken together, these four genes account for less than half of all the
genetic effects in Alzheimer’s disease, indicating that additional genes that
have not yet been identified are also important. In addition, environmental
risk factors can have an effect. For example, taking certain anti-inflamma-
tory medications, such as ibuprofen, reduces the risk of developing
Alzheimer’s disease, whereas severe head injury increases it. SEE ALSO

Alzheimer’s Disease; Breast Cancer; Cardiovascular Disease; Diabetes;
Epistasis; Inheritance Patterns.

Jonathan L. Haines
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Computational Biologist
A computational biologist is a scientist who develops and utilizes computa-
tional tools to analyze biological data. The Human Genome Project and
other large sequencing projects have generated an extraordinary amount of
data. Biologists are now faced with the challenge of extracting meaning from
linear sequences composed of billions of base pairs. The work of compu-
tational biologists is indispensable for this task and for many other biolog-
ical problems that lend themselves to computational solutions.

A basic knowledge of molecular biology and genetics is important,
enabling the computational biologist to understand the issues, to interpret
the meaning of results, and to communicate with research biologists who
work at the laboratory bench. The actual job duties, apart from proficiency
in oral and written communication and reading the literature, are very much
centered around working with computers. It is, therefore, paramount that a
computational biologist be highly skilled in computer technology, with exper-
tise in hardware, software, and the principles of programming. Daily tasks
range from accessing public databases and using publicly available and com-
mercial tools for analysis, to developing novel methods for solving problems.

Until recently, there were no formal educational opportunities in com-
putational biology at the graduate level. Therefore, most of the current
practitioners and authorities in the field have a combination of degrees at
the graduate (master’s or doctorate) and undergraduate (baccalaureate) lev-
els in computer science and biology. Still others hold degrees in one of the
two fields and are self-taught in the discipline for which they lack formal
training. Most often such individuals will have an advanced degree in com-
puter science and will be self-taught in biology, although the converse can
also be true. Nonetheless, the ability to program in a high-level language
such as C�� or PERL is a major qualification.

With the release of the working draft of the human genome in 2001, com-
putational biology has come of age. Highly qualified individuals are in demand
at academic, private, and government research institutes alike. Academic insti-
tutions have taken notice and have begun implementing certificate and 
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graduate programs in computational biology and bioinformatics. Many more
programs are in the planning stages. Thus, it will probably be desirable for
future practitioners to take advantage of these specialized formal training ini-
tiatives if they wish to remain competitive.

Working environments can be fairly diverse, but be it in an office, a
cubicle, a computer lab, or a corner in a wet lab, it invariably will consist
of a desk and a secure networked UNIX workstation. Depending on the
structure of the organization, one may work as part of a team or indepen-
dently. It is common to have frequent contact with both biologists and pro-
grammers. The computational biologist often acts as a liaison between the
two. Job opportunities range from entry level to team leader to project man-
ager or principle investigator.

Helping biologists extract meaning from their findings is extremely
rewarding. Interesting findings should be published to help research move
forward. As with most scientific fields, a computational biologist enjoys the
opportunity to travel to international meetings. The salary ranges from
approximately $45,000 to approximately $150,000, depending on experience
and educational attainment, and on whether one chooses to work in the pub-
lic or private sector. SEE ALSO Bioinformatics; Information Systems
Manager; Internet; Statistical Geneticist.

Judith E. Stenger
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Conjugation
Conjugation is one of several mechanisms that bacteria use to transfer DNA,
and hence new genetic information, between two cells. The other primary
mechanisms are transformation, in which free DNA is transported across
the cell membrane, and transduction, in which DNA is carried into the recip-
ient cell by a bacterial virus.

The Role of Plasmids
Conjugation is about as close as single cells come to engaging in sex, and
some of the terminology used to describe the process reflects that similar-
ity. Conjugation, or mating, is a process of genetic transfer that requires
cell-to-cell contact. The genetic instructions for conjugation are encoded
on a double-stranded, circular piece of DNA. The circular DNA exists in
the bacterial cell entirely separate from the much larger bacterial chromo-
some. Scientists refer to this specialized, extrachromosomal piece of DNA
as a conjugative plasmid or a “fertility factor.” Cells that possess it are donor
or “male” cells, and those that lack a conjugative plasmid are recipient or
“female” cells.

wet lab laboratory
devoted to experiments
using solutions, cell cul-
tures, and other “wet”
substances

conjugation a type of
DNA exchange between
bacteria
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Conjugating Escherichia
coli bacteria transfer DNA
through cell-to-cell
contact, which is made
possible by the thread-
like pilus that attaches to
and reels in other cells.

There are multiple genes involved in the process of conjugation. Some
of the genes code for a surface structure found on donor cells, the sex pilus.
This is a threadlike tube made of protein. The sex pilus recognizes a spe-
cific attachment site on a recipient cell. When the donor cell comes near a
recipient, the sex pilus attaches to the specific site and begins to retract,
pulling the two cells together. This is a bit like throwing out a fishing line,
hooking a fish, and pulling it into shore. The fishing analogy ends here,
however. As the two cells draw close, their connection stabilizes and their
outer membranes fuse together to allow the transfer of DNA from one cell
to the other.

Only one of the two strands of DNA making up the plasmid passes
through the fused membranes into the recipient cell. Thus DNA synthesis
must occur in both donor and recipient to replace the missing strand in
each. The genes encoding the enzymes responsible for this part of the con-
jugative process are also found on the plasmid. Once passage and synthesis
are successfully completed, both donor and recipient cells contain a whole
double-stranded, circular, conjugative plasmid. Thus there are now two
donor cells when before there was only one. This process is so efficient that
it can quickly change an entire population to donor cells. Some types of
conjugative plasmids are transferred only between cells of the same species.
Other types can be transferred across species; scientists call them promis-
cuous plasmids.

Large-Scale Gene Transfer
One of the two scientists who first described conjugation, Joshua Leder-
berg, ultimately won the Nobel Prize in medicine in 1958 for his discover-
ies concerning the organization of genetic material in bacteria. In 1946
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Lederberg and his colleague E. L. Tatum set out to determine whether a
sexual process might occur in bacteria. The bacterial species he used in the
experiments was Escherichia coli. This was fortuitous, as it turned out, because
E. coli often contains a special kind of conjugative plasmid that has the abil-
ity to insert itself into the cell’s chromosome. Once this happens, the donor
cell can transfer to a recipient not only plasmid genes but also large num-
bers of chromosomal genes.

Lederberg worked with two different nutritional mutants of E. coli.
One strain required biotin and methionine to grow; the other strain
required threonine and leucine. Lederberg mixed the two strains together
and then attempted to grow them without supplying any of the four nutri-
ents. His hypothesis was that any cell able to grow without the four nutri-
ents would have all four genes intact, and would thus have received the
functioning genes from the other strain and incorporated them into its
chromosome. The incorporation of the genes in this manner is called
genetic recombination.

As he predicted, Lederberg’s experiment yielded cells that did not
require any of the nutrients to grow. In a second set of experiments, Leder-
berg showed that cell-to-cell contact was necessary for genetic recombina-
tion to occur. Over several years, he and other scientists discovered the
mechanics of the entire process that we now call conjugation.

Antibiotic Resistance
From the human perspective, one of the significant consequences of a bac-
terium’s ability to pass genetic information along to other cells via conju-
gation is its link to the widespread incidence of antibiotic resistance. The
genes that encode for resistance to a variety of antibiotics like penicillin
and tetracycline are commonly found on plasmids. When a population of
susceptible bacteria is exposed to a given antibiotic, most of them will be
killed. However, if the population contains cells with conjugative plasmids
bearing the genes for resistance, they can rapidly spread the trait through-
out the population. These plasmids are large and are often promiscuous,
so that transfer of antibiotic resistance genes need not be restricted to cells
of like species. In some cases, this has resulted in disease-causing bacteria
that are resistant to almost every antibiotic available. For instance, antibi-
otic resistant tuberculosis bacteria are a significant public health threat in
some metropolitan areas. SEE ALSO Antibiotic Resistance; ESCHERICHIA COLI

(E. COLI bacterium); Plasmid; Recombinant DNA; Transduction; Trans-
formation.

Cynthia A. Needham
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Conservation Biology: 
Genetic Approaches
Conservation biology is a multidisciplinary field dedicated to protecting
global biodiversity and critical habitats. It incorporates biological approaches
such as ecology, evolution, and behavior studies, as well as other disciplines,
such as political science, law, economics, and cultural anthropology. One of
the major goals of conservation biology is preserving critical habitats and the
species that inhabit them. Genes can tell us something about how a partic-
ular habitat is used by species and populations. Genetic approaches are also
used to identify and classify organisms and evaluate the extent of genetic
diversity within a particular population.

Categories of Threatened Populations
The International World Conservation Union (IUCN) provides definitions
of terms used to describe the status of a species in the wild, based on a num-
ber of factors, including the size of a particular population, whether the pop-
ulation is declining in number, and, if so, the extent to which the trend will
continue, as well as the threats the population faces. Genetic approaches can
play an essential role in helping to evaluate populations, species, and species
designations.

The following categories currently cover the range of definitions for
species status according to IUCN: Extinct, Extinct in the Wild, Critically
Endangered, Endangered, Vulnerable, Lower Risk, and Data Deficient.

Threatened. Populations are considered critically endangered, endangered,
or vulnerable when there is considerable concern, based on available evi-
dence or a high level of uncertainty, that the population will survive. With
any of these classifications, the species or population of concern is consid-
ered to be facing a high to very high risk of extinction in the wild.

Conservation Genetics Applications
The practical applications of conservation genetics include analyzing frag-
mented populations in nature, determining units of conservation in nature,
and monitoring captive populations. In general, conservation genetics inte-
grates these types of information on particular species and populations to
help prioritize areas for conservation.

Conservation genetics also plays a major role in guiding relocation and
reintroduction efforts, in prioritizing species for conservation, and in design-
ing captive-breeding programs. Identifying natural units based on system-
atics and population genetics allows researchers and wildlife officials to track
organisms in the wild and in zoos, and it lets them identify parts or prod-
ucts of endangered and threatened organisms that are used in illegal trade.
Conservation geneticists may use genetic techniques to determine, for exam-
ple, if certain individuals in the pet-trade were illegally taken from the wild
versus bred from permitted captive breeding programs.

Some of the most common issues addressed by genetic techniques in
conservation are those confronting small or fragmented populations.
Genetic approaches in these cases allow researchers to assess the variability
in these populations, as well as to assess whether there is any history or
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future danger of loss of genetic variability. Genetics can help conservation
biologists do viability analyses (tests of how likely that a population will sur-
vive over time) by testing hypotheses concerning how long genetic varia-
tion might persist into the future. This might be done by examining current
levels of genetic variation in a species or population, and integrating these
pieces of information with demographic and life history models to examine
what happens to genetic variation over time.

The use of a conservation genetics approach may be an effective way
for assessing the status of populations and species in the wild. Populations
that decrease in number while becoming increasingly fragmented by loss of
habitat in the wild can experience a loss of genetic variation that could have
a severe impact on their fitness and survival. Conservation genetics permits
scientists to assess the impacts of habitat fragmentation and loss in the wild
using both theoretical and empirical methods. Results from these studies
allow managers to evaluate the viability of populations and design protected
areas for conservation.

Sometimes conservation initiatives are also concerned with the translo-
cation or reintroduction of animals to areas where they have been extirpated
or severely depleted. Such reintroduction or translocation measures require
a detailed understanding of the genetics of the populations being reintro-
duced in order to ensure there is compatibility between populations as well
as to maximize genetic variation and minimize the chance of inbreeding
among related animals. 

Determining the extent of genetic variation among captive populations
in zoological parks and botanical gardens is also essential, because captive
populations must have sufficient genetic variation so that they persist into
the future without suffering from reduced fitness due to inbreeding and
other effects associated with small populations. In some cases, captive pop-
ulations may be viewed as a source for improving genetically or numerically
depleted wild populations. However, they must be managed to minimize the
effects of inbreeding. Accredited zoos, aquariums, and botanical gardens
work to manage populations and establish conservation programs that strive
to carefully manage the breeding of a species in captivity. The primary goal
is to maintain a healthy and self-sustaining captive population that is both
genetically diverse and demographically stable. Captive breeding specialists
usually attempt to maximize the genetic health of a population by recon-
structing pedigrees of the animals in the captive populations in order to
understand and minimize how much inbreeding might occur.

The Tools of Conservation Genetics
The technique that revolutionized modern molecular genetics is the poly-
merase chain reaction (PCR). PCR has had major implications for conser-
vation genetics. This technique allows the amplification of minute amounts
of DNA, which can then be used for analysis. Amplification is critical for
the study of endangered species, because biological samples may be obtained
from nontraditional sources, such as hair, feathers, sloughed skin, or feces
from which only small amounts of DNA are generally available. Once DNA
has been obtained, conservation geneticists are able to use a wide arsenal of
tools to characterize the genetics of endangered and threatened species and
populations.
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When conservation genetics is used to decipher the evolutionary rela-
tionships among species, DNA sequence comparisons are often made.
Sequencing a region of a gene and properly analyzing the data may lead to
novel findings. Based on analyzing underlying genetic variation, there could
be evidence to suggest that a revision of numbers of species might be war-
ranted. What was once considered a single species with two populations, for
example, might actually merit consideration for separate species status. The
level of genetic differentiation detected could have significant implications
for how they are protected in the wild and the measures that must be taken
by local, state, and federal authorities. Alternatively, the data may indicate
that these populations are not sufficiently genetically different to merit sep-
arate species designations. DNA sequences are also used to aid in diagnos-
ing natural units for conservation in the wild. Detecting fixed nucleotide
characters among DNA sequences between well-sampled populations can
provide sufficient evidence for defining units of conservation that potentially
merit separate species status under the Phylogenetic Species Concept. Sev-
eral studies have used DNA sequence polymorphism shared by certain units
to the exclusion of other groups to unequivocally define or diagnose species.

Population-level analyses use DNA sequences as well as another set of
molecular markers, called microsatellites, a type of repetitive DNA element.
Microsatellites are used to address many conservation genetics questions.
They are short, tandem-repeated motifs of DNA sequences, such as a di-
nucleotide repeat (e.g., (AT)n), that usually vary in the number of repeats in
a particular stretch of DNA. They are distributed throughout the genomes
of plants and animals, are inherited in a Mendelian fashion, and have been
found to be highly polymorphic. These genetic markers have proven to be
useful in population studies for such purposes as estimating gene flow
between populations, describing the genetic variation within and between
populations, and examining the effects of hybridization between species.
They are used in pedigree analysis to identify individuals based on a DNA
sample, and they are used to decipher mating strategies and degrees of relat-
edness among members of a population.

Implication of Genetics for Conservation in the Wild
In the wild, populations that once were large and widespread are increas-
ingly being reduced to small and fragmented isolates due to human activi-
ties. Habitat loss and fragmentation trigger processes that further threaten
populations. Small populations often face greater demographic and genetic
risks relative to large populations. When populations become fragmented
and small, the genetic diversity of a population may be greatly affected. Con-
servation geneticists focus on the impact of such severe reductions, called
bottlenecks, on endangered species.

When a bottleneck occurs, there is an increased chance of breeding
among close relatives. This is termed inbreeding, and it may result in a
reduction in fitness due to the expression of deleterious genes, in a process
known as inbreeding depression. Inbreeding and the loss of genetic varia-
tion in small populations can lead to a genetically reduced or homogeneous
population that is more sensitive to diseases and to the effects of habitat
alteration. The interaction between genetic and demographic declines has
been termed “extinction vortex.” We include below several real examples of
the use of genetics in conservation biology.
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Bottlenecks, Cheetahs, and Right Whales. In small populations, inbreed-
ing depression may be more common because random mating is less likely
and breeding among related animals may have a greater cumulative effect.
Low genetic diversity and inbreeding is not always deleterious, and some
small populations may be stable while permanently maintaining low levels
of genetic diversity. In general, however, avoidance of inbreeding is a major
goal in the management of small populations, since it has been shown to
cause a reduction in fitness in captive populations of endangered species.

Perhaps the most famous case of a putative bottleneck being examined
in conservation genetics is the cheetah, as examined by Stephen J. O’Brien,
a molecular geneticist at the National Cancer Institute. In this 1980s study,
cheetahs were shown to have extremely low levels of genetic diversity, which
the researchers attributed to a bottleneck that happened less than ten thou-
sand years ago and that may have left only a few females alive. The bottle-
neck was so extreme that even the usually highly diverse genes of our immune
system, genes of the major histocompatibility complex, showed amazingly
low levels of diversity. The extreme loss of genetic diversity was attributed
to difficulties associated with the species’ breeding in captivity and in the
wild, abnormal sperm counts, and susceptibility to disease. While it remains
controversial whether cheetah populations went through a bottleneck and
the extent to which reproductive issues can be attributed to reduced genetic
variation, the example remains one of the most prominent in the field of
conservation.

Other species, such as the North Atlantic right whale, have faced demo-
graphic decline and extremely low levels of genetic diversity since the end
of legal commercial hunting for whales at the beginning of the twentieth
century. The North Atlantic right whale has maintained a low level of
genetic diversity since the 1930s, but recent studies suggest that some addi-
tional genetic variation may eventually be lost.

Units of Conservation and DNA Sequences. Using genetic data to eval-
uate or define species and/or units of conservation can also lead to novel
findings and enhance conservation management. Right whales are found in
the North Atlantic, North Pacific, and southern oceans. For over a hundred
years, they have been considered as two species—one in the north (in the
Pacific and Atlantic Oceans) and one in the south. DNA diagnosis methods
have corroborated that the southern right whales are distinct from all the
others. However, the DNA data also clearly demonstrate that the North
Pacific and North Atlantic whales are distinct from each other and warrant
distinct species status. The ramifications for the conservation plan of these
whales have been taken into consideration by the appropriate management
authorities, who have developed a revised plan for naming and protecting
three distinct species of right whales.

DNA Detectives and Endangered Species. As discussed above, conserva-
tion genetics can aid in the identification of endangered and threatened ani-
mals that are traded illegally as commercial products. Researchers at the
Wildlife Conservation Society used species-identification methods to detect
caiman crocodile tissue in leather products and thus thwart their illegal
importation into the United States. Other scientists have used species iden-
tification methods to detect whale meat in Japanese fish markets and thus
have had an impact on the policing of whale hunting.

Conservation Biology: Genetic Approaches

189



Rob DeSalle, a curator at The American Museum of Natural History,
and colleagues have recently used species identification methods to verify
or reject the labeling of caviar origin. Such tests have been instrumental in
getting sturgeons (the source of caviar) listed on the Convention on Inter-
national Trade in Endangered Species of Wild Fauna and Flora. Prior to
the test’s development, there was no way to verify the contents of a con-
tainer of caviar, leading authorities to be wary of prosecuting the illegal
importation of caviar. With the development of species-identification pro-
cedures based on analyzing the DNA from single caviar eggs, enforcement
of importation regulations became possible. SEE ALSO Conservation Biol-
ogist; DNA Profiling; Gene Flow; Population Bottleneck; Repetitive
DNA Elements.

Howard C. Rosenbaum and Rob DeSalle
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Conservation Geneticist
A career path in conservation biology can be taken in many different direc-
tions, many of which are not centered around genetics. In general, the sci-
ence of conservation biology draws upon many traditional academic
disciplines, combining them in a science dedicated to maintaining Earth’s
biodiversity. In recent years, however, genetics has taken on an increas-
ingly important role in the field, for a genetic approach can be used to
address questions concerning conservation of populations, species, and
their habitats.

A Variety of Career Directions
Conservation biologists, and more specifically conservation geneticists or
molecular ecologists, are often multi-disciplinary scientists who combine
training in ecology, evolutionary biology, conservation, and molecular biol-
ogy. This unique combination of skills enables these scientists to design field
studies aimed at collecting biological specimens needed for research involv-
ing genetics, or to advise others who are planning such studies.

Genetics-based conservation involves both research and the implemen-
tation of that research’s findings. Some conservation geneticists focus their
research on identifying natural population units for conservation based on
genetic criteria, in an effort to maximize genetic diversity. Others seek to
establish taxonomical or population priorities for conservation efforts.
Alternatively, a conservation geneticist may monitor trade in endangered
species, guide captive-breeding programs, or work on the re-introduction
of selected species to habitats from which they are in danger of disappear-
ing. Results from their studies are often central for management decisions
regarding the viability and protection of threatened or endangered popula-
tions and the designation of critical habitats for conservation.

The discovery of the polymerase chain reaction has enabled con-
servation biologists to study endangered or threatened species and
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their habitats in ways that were previously unimaginable. The use of
non-invasively collected samples, such as feces or hair, enables the con-
servation geneticist to acquire an extraordinary amount of information
about life history, demography, distribution, and diversity of rare
species without directly observing them. In addition to such studies,
with research drawn from skilled geneticists, ecologists, and behavioral
biologists, conservation geneticists are now faced with a new set of high-
tech approaches derived from the emerging field of genomics. The chal-
lenge for these biologists will be to evaluate whether these advanced
technologies can be used effectively to promote biodiversity, conserva-
tion, and habitat protection.

Becoming a Conservation Biologist
To begin a career in conservation biology, a student should expect to carry
out advanced study in one or more of the relevant sciences at the graduate
level. Many researchers have completed doctorates in biology, genetics, or
conservation, followed by several years of post doctoral training. Projects
that are initiated as part of graduate work may develop into entire research
programs in this field.

The key to success for a conservation geneticist goes far beyond design-
ing and carrying out a research program. Equally important is how the pro-
gram implements the results of that research, and it is often this
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implementation that is used as a benchmark in evaluating the program’s
value. Research in this discipline may be carried out at academic centers,
museums, nongovernmental organizations, and government institutions.

The rewards of a career in conservation biology are many. First, the
multidisciplinary approach affords a researcher the chance to develop a
unique background and breadth of diverse skills. Second, the work has a
direct and clearly visible value for biodiversity conservation programs.
Salaries for a conservation geneticist depend on the researcher’s level of
education and the type of institution in which he or she works, but most
are comparable to the salaries offered to biology professors teaching at
the university level. SEE ALSO Conservation Biology: Genetic
Approaches; Polymerase Chain Reaction.

Howard C. Rosenbaum and Rob DeSalle 
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Crick, Francis
British Biophysicist
1916–

Francis Crick is the co-discoverer, with James Watson, of the structure of
DNA. He has remained a significant contributor to theoretical biology since
that discovery.

Education and Training
Crick was born in Northampton, England, in 1916. He studied physics at
University College in London until the outbreak of the Second World War.
He then joined the British Admiralty Research Laboratory, where he con-
tributed to the development of radar for tracking enemy planes, and mag-
netic mines used in naval warfare.

During this time, Crick read What is Life?, a book by the physicist
Erwin Schrödinger. Schrödinger’s book popularized the work of physicist
Max Delbrück, who had begun to apply the analytical tools of physics to
inquire what a gene was and how it might behave. Like many other physi-
cists at that time, Crick was excited by Delbrück’s approach, and turned
his attention to biochemistry and biological physics. While he knew a great
deal of physics, he knew very little chemistry or biology at that time. In
1949 he began research at the Cavendish Laboratory in Cambridge, Eng-
land, using X-ray crystallography to study the three-dimensional struc-
tures of proteins. At that time, Crick wrote that he was interested in “the
borderline between the living and the nonliving, as typified by, say, pro-
teins, viruses, bacteria and the structure of chromosomes. The eventual
goal, which is somewhat remote, is the description of these activities in
terms of their structure, i.e., the spatial distribution of their constituent
atoms” (Judson, 88).
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The Structure of DNA
Almost ten years earlier, it had been shown that genes encode proteins, but
the chemical nature of the gene remained unknown. Genes were presumed
to be composed of DNA (deoxyribonucleic acid), at least in part, but how
DNA might encode hereditary information, and whether it acted alone or
in partnership with proteins, was a complete mystery. Crick saw that the
solution to the mystery lay in discovering the structure of DNA, whose lin-
earity he guessed corresponded to the linear amino acid chains of which
proteins are made.

In 1951 a 23-year-old American named James Watson joined the
Cavendish Laboratory. Watson and Crick got along well, and they decided
to work together on the structure of DNA. DNA was known to be com-
posed of nucleotide subunits, each of which had a sugar (deoxyribose), a phos-
phate, and a nitrogenous base. The sugars were known to alternate with
phosphates to make long strands, off of which the bases projected. The bases
came in four types: adenine, thymine, cytosine, and guanine (A, T, C, and
G). Shortly before Crick and Watson began to collaborate, American bio-
chemist Erwin Chargaff had discovered that across a wide range of species,
the amount of adenine in an organism’s DNA always equaled the amount of
thymine, and the amount of cytosine always equaled the amount of guanine.

Crick and Watson proceeded to build models of the nucleotides, which
they attempted to fit together in accordance with what was known from
experimental data. The most important data came from X-ray images of
DNA that had been generated by Rosalind Franklin, who also worked at
the Cavendish. Using this information, they constructed a model in which
the two sugar-phosphate strands wind around each other to form a double
helix, their bases projecting inward, like the stair treads of a broad spiral
staircase. The two strands are held together and stabilized by the hydrogen
bonding between the bases across the interior. These weak chemical attrac-
tions, they discovered, are strongest when adenine projects across to meet
a thymine, and guanine a cytosine, explaining the ratios discovered by Char-
gaff. They published their model in 1953. Watson and Crick received the
Nobel Prize in physiology or medicine in 1962 for this work, along with
Maurice Wilkins of the Cavendish Lab.

After the publication of DNA’s structure, Crick turned his attention to
understanding the coding function of DNA. He and Watson proposed that
the order of bases in a gene encoded the order of amino acids in a protein.
Over the next decade, the details of this insight were worked out by a large
group of scientists, including Crick, Watson, Sydney Brenner, George
Gamow, Seymour Benzer, Marshall Nirnberg, and Har Gobind Khorana.
As part of this work, Crick hypothesized the existence of an “adaptor” that
intervened between DNA and amino acids. This led to the discovery of mes-
senger RNA and transfer RNA, which serve this function.

Later Work
Crick received his Ph.D. in 1954. He remained with the Medical Research
Council at the Cavendish Laboratory, and became head of the Division
of Molecular Genetics in 1962, continuing to work closely with Sydney
Brenner. He turned his attention to embryology in the mid-1960s, and
in 1975 he moved to the Salk Institute in La Jolla, California, to pursue
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neurobiology, an interest that had vied with molecular biology from the
very beginning of his career. At the Salk Institute, in collaboration with
Christof Koch, he studies the neural correlates of conscious visual expe-
rience, seeking to understand how neuron firing patterns correspond to
the conscious experience of seeing. S E E  A L S O Delbrück, Max; DNA;
DNA Structure and Function, History; RNA; Watson, James.

Richard Robinson
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Crossing Over
Crossing over, or recombination, is the exchange of chromosome segments
between nonsister chromatids in meiosis. Crossing over creates new com-
binations of genes in the gametes that are not found in either parent, con-
tributing to genetic diversity.

Homologues and Chromatids
All body cells are diploid, meaning they contain pairs of each chromosome.
One member of each pair comes from the individual’s mother, and one from
the father. The two members of each pair are called homologues. Members
of a homologous pair carry the same set of genes, which occur in identical
positions along the chromosome. The specific forms of each gene, called
alleles, may be different: One chromosome may carry an allele for blue eyes,
and the other an allele for brown eyes, for example.

Meiosis is the process by which homologous chromosomes are sepa-
rated to form gametes. Gametes contain only one member of each pair of
chromosomes. Prior to meiosis, each chromosome is replicated. The repli-
cas, called sister chromatids, remain joined together at the centromere.
Thus, as a cell starts meiosis, each chromosome is composed of two chro-
matids and is paired with its homologue. The chromatids of two homolo-
gous chromosomes are called nonsister chromatids.

Meiosis occurs in two stages, called meiosis I and II. Meiosis I separates
homologues from each other. Meiosis II separates sister chromatids from
each other. Crossing over occurs in meiosis I. During crossing over, seg-
ments are exchanged between nonsister chromatids.

Mechanics of Crossing Over
The pairing of homologues at the beginning of meiosis I ensures that each
gamete receives one member of each pair. Homologues contact each other
along much of their length and are held together by a special protein struc-
ture called the synaptonemal complex. This association of the homologues
may persist from hours to days. The association of the two chromosomes
is called a bivalent, and because there are four chromatids involved it is also
called a tetrad. The points of attachment are called chiasmata (singular,
chiasma).
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The pairing of homologues brings together the near-identical sequences
found on each chromosome, and this sets the stage for crossing over. The
exact mechanism by which crossing over occurs is not known. Crossing over
is controlled by a very large protein complex called a recombination nod-
ule. Some of the proteins involved also play roles in DNA replication and
repair, which is not surprising, considering that all three processes require
breaking and reforming the DNA double helix.

One plausible model supported by available evidence suggests that cross-
ing over begins when one chromatid is cut through, making a break in the
double-stranded DNA (recall that each DNA strand is a double helix of
nucleotides). A nuclease enzyme then removes nucleotides from each side
of the DNA strand, but in opposite directions, leaving each side with a 
single-stranded tail, perhaps 600 to 800 nucleotides long.

One tail is then thought to insert itself along the length of one of the
nonsister chromatids, aligning with its complementary sequence (i.e., if the
tail sequence is ATCCGG, it aligns with TAGGCC on the nonsister strand).
If a match is made, the tail pairs with this strand of the nonsister chromatid.
This displaces the original paired strand on the nonsister chromatid, which
is then freed to pair with the other single-stranded tail. The gaps are filled
by a DNA polymerase enzyme. Finally, the two chromatids must be sep-
arated from each other, which requires cutting all the strands and rejoining
the cut ends.

The Consequences of Crossing Over
A chiasma occurs at least once per chromosome pair. Thus, following
crossing over, at least two of the four chromatids become unique, unlike
those of the parent. (Crossing over can also occur between sister chro-
matids; however, such events do not lead to genetic variation because the
DNA sequences are identical between the chromatids.) Crossing over helps
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to preserve genetic variability within a species by allowing for virtually
limitless combinations of genes in the transmission from parent to off-
spring.

The frequency of recombination is not uniform throughout the genome.
Some areas of some chromosomes have increased rates of recombination
(hot spots), while others have reduced rates of recombination (cold spots).
The frequency of recombination in humans is generally decreased near the
centromeric region of chromosomes, and tends to be greater near the telo-
meric regions. Recombination frequencies may vary between sexes. Cross-
ing over is estimated to occur approximately fifty-five times in meiosis in
males, and about seventy-five times in meiosis in females.

X–Y Crossovers and Unequal Crossovers
The forty-six chromosomes of the human diploid genome are composed
of twenty-two pairs of autosomes, plus the X and Y chromosomes that
determine sex. The X and Y chromosomes are very different from each
other in their genetic composition but nonetheless pair up and even cross
over during meiosis. These two chromosomes do have similar sequences
over a small portion of their length, termed the pseudoautosomal region,
at the far end of the short arm on each one.
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The pseudoautosomal region behaves similarly to the autosomes dur-
ing meiosis, allowing for segregation of the sex chromosomes. Just proxi-
mal to the pseudoautosomal region on the Y chromosome is the SRY gene
(sex-determining region of the Y chromosome), which is critical for the nor-
mal development of male reproductive organs. When crossing over extends
past the boundary of the pseudoautosomal region and includes this gene,
sexual development will most likely be adversely affected. The rare occur-
rences of chromosomally XX males and XY females are due to such aber-
rant crossing over, in which the Y chromosome has lost—and the X
chromosome has gained—this sex-determining gene.

Most crossing over is equal. However, unequal crossing over can and
does occur. This form of recombination involves crossing over between non-
allelic sequences on nonsister chromatids in a pair of homologues. In many
cases, the DNA sequences located near the crossover event show substan-
tial sequence similarity. When unequal crossing over occurs, the event leads
to a deletion on one of the participating chromatids and an insertion on the
other, which can lead to genetic disease, or even failure of development if
a crucial gene is missing.

Crossing Over as a Genetic Tool
Recombination events have important uses in experimental and medical
genetics. They can be used to order and determine distances between loci
(chromosome positions) by genetic mapping techniques. Loci that are on
the same chromosome are all physically linked to one another, but they can
be separated by crossing over. Examining the frequency with which two loci
are separated allows a calculation of their distance: The closer they are, the
more likely they are to remain together. Multiple comparisons of crossing
over among multiple loci allows these loci to be mapped, or placed in rel-
ative position to one another.

Recombination frequency in one region of the genome will be influ-
enced by other, nearby recombination events, and these differences can
complicate genetic mapping. The term “interference” describes this phe-
nomenon. In positive interference, the presence of one crossover in a region
decreases the probability that another crossover will occur nearby. Nega-
tive interference, the opposite of positive interference, implies that the for-
mation of a second crossover in a region is made more likely by the presence
of a first crossover.

Most documented interference has been positive, but some reports of
negative interference exist in experimental organisms. The investigation of
interference is important because accurate modeling of interference will pro-
vide better estimates of true genetic map length and intermarker distances,
and more accurate mapping of trait loci. Interference is very difficult to mea-
sure in humans, because exceedingly large sample sizes, usually on the order
of three hundred to one thousand fully informative meiotic events, are
required to detect it. SEE ALSO DNA Polymerases; DNA Repair; Linkage
and Recombination; Meiosis; Mendel, Gregor.

Marcy C. Speer
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Cycle Sequencing
DNA sequencing is the process of determining the order of nucleotides on
a segment of DNA. Cycle sequencing is a method used to increase the sen-
sitivity of the DNA sequencing process and permits the use of very small
amounts of DNA starting material. This is accomplished by using a tem-
perature cycling process similar to that employed in the polymerase chain
reaction.

The Chain Termination Method
The most popular approach to sequencing is the chain termination method,
developed in 1977 by Fred Sanger. This technique makes use of a DNA
synthesis reaction and a unique form of a base, called a dideoxynucleotide,
that lacks the 3� hydroxyl chemical group involved in forming the link
between nucleotides in a DNA chain. A dideoxynucleotide can be added to
a growing chain, but, once incorporated, no further nucleotides can be linked
to it. Thus, chain growth is terminated.

In a reaction, the concentration of dideoxynucleotides is optimized so
that all possible chain lengths are generated. In automated DNA sequenc-
ing, the newly formed chain fragments are marked with four fluorescent dyes,
each of which corresponds to one of the four DNA nucleotides (A, C, T,
and G). The fragments are then separated by a technique known as gel elec-
trophoresis, during which the dyes are excited and detected by the automated
DNA sequencing instrument. In this way, the identity of each successive ter-
minating nucleotide is determined, revealing the sequence of the entire chain.

In a sequencing reaction, all the components needed for the synthesis
of DNA are present. These include the DNA to be sequenced (the tem-
plate) and a short (17 to 28 bases in length), single-stranded piece of DNA
(the primer), which attaches itself to a specific site on the template and acts
as a starting point for the synthesis of a new DNA strand.

In both a DNA synthesis reaction and in the chain termination method
of DNA sequencing, one strand of the template DNA is copied to form a
new, complementary strand. An A base on the template strand, for exam-
ple, directs the addition of its complementary base T into the growing chain.
Likewise, a C base on the template strand directs the addition of its com-
plementary base G into the corresponding position of the new chain. Dur-
ing chain growth, an enzyme called DNA polymerase links one nucleotide
to the next, extending the new strand until it either reaches the end of the
template strand, or, in DNA sequencing, until a dideoxynucleotide is incor-
porated.

The Cycle Sequencing Technique
In cycle sequencing, a reaction is taken through several steps designed to
prepare the template for copying, allow for initiation of DNA synthesis, and
generate the terminated DNA chains needed for electrophoresis and
sequence determination. The first step in the process is called denaturation,
in which double-stranded template DNA is converted into its single-
stranded form. This is accomplished by heating the template to between 
94 °C and 98 °C, a temperature high enough to break the hydrogen bonds
between the complementary bases holding the two strands together.
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As a single-stranded molecule, the template’s bases are now exposed, and
are free to interact with the sequencing primer. The primer, in a step called
annealing, locates and attaches itself to its complementary site on the tem-
plate. Thus, Ts bind to As and Cs bind to Gs. However, primer annealing
will only occur at a temperature where hydrogen bonds can form between
the primer and template strands, usually between 40 °C and 65 °C. Because
the high temperature used for the denaturation step in each cycle would
destroy most DNA polymerase enzymes, a special heat-stable enzyme must
be used in the annealing stage, one that remains active even after repeated
exposure to very high temperatures. The enzyme most commonly used at
this point in cycle sequencing is Taq, isolated from Thermus aquaticus, a bac-
terium that lives in the hot springs of Yellowstone National Park.

In the final step of the reaction, DNA polymerase extends the annealed
primer by sequentially adding on to its end bases that are complementary
to those on the template. It is during this extension step of a DNA sequenc-
ing reaction that random incorporation of a dideoxynucleotide can occur,
terminating chain growth. All three of these steps, taken together, repre-
sent one round, or cycle, of a DNA synthesis reaction. By repeating a cycle
over and over again, the amount of each fragment made in the reaction can
be substantially increased. Since each fragment carries fluorescent dyes,
increasing the number of copied fragments also increases the strength of the
fluorescent signal. Cycle sequencing, therefore, greatly improves the sensi-
tivity of the sequencing reaction, and even very small amounts of starting
DNA sample can be used as template. SEE ALSO Automated Sequencer;
Gel Electrophoresis; Polymerase Chain Reaction; Sanger, Fred;
Sequencing DNA.

Frank H. Stephenson and Maria Cristina Abilock
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Cystic Fibrosis
Cystic fibrosis (CF) is one of the most common genetic diseases and one of
the best known to the general public. There are approximately one thou-
sand new cases of CF in the United States every year, and approximately
thirty thousand people in the country are currently affected. In many ways,
it has come to be viewed, along with sickle-cell disease, as a prototypical
recessive genetic disorder, one that can teach us a great deal about the mol-
ecular basis of disease, population genetics, and delivery of genetic screen-
ing services.

Clinical Features
CF is a multisystem disease, affecting a number of different organs and tis-
sues throughout the body. Most of these manifestations have in common
the production of abnormally viscous secretions from glands and surface
epithelial cells. In the lung the mucus secretions from the bronchial epithe-
lial cells are unusually thick. They are difficult to clear properly from the
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airway passages and, instead, tend to collect and obstruct the bronchial tree,
while providing a perfect culture medium for dangerous bacteria. Over time,
repeated bacterial infections damage and destroy the lung tissue, leading to
chronic breathing problems and, eventually, to the loss of viable lung func-
tion. Indeed, the pulmonary manifestations of the disease are the main cause
of death in most CF patients.

Obstruction in other organs is also seen. In the pancreas it leads to an
insufficiency of pancreatic enzymes and malabsorption during digestion; in
the nose and sinuses, it produces chronic sinusitis; and in the intestines, in
a small minority of newborn infants with CF, it produces an often fatal 
condition called meconium ileus. Altered secretions also occur in the sweat
glands, so that the sweat of CF patients has an abnormally high salt con-
tent. In fact, in the early days of medicine, the diagnosis of CF was often
made by licking the skin and tasting the sweat! One additional mysterious
clinical feature of CF occurs only in men with the disorder: They are infer-
tile due to blockage or congenital absence of the vas deferens, the tube
through which sperm pass prior to ejaculation.

Laboratory Diagnosis
Since the clinical symptoms of CF are so varied, diagnosis is aided by lab-
oratory tests. For many years the only definitive test available was sweat
chloride analysis, which detects and quantifies the abnormally high salt con-
centrations in the sweat of CF patients. Since the causative gene was dis-
covered in 1989, as described below, patients can now also be diagnosed by
DNA testing, which detects mutations in the gene.

Mode of Inheritance
CF is a classical autosomal recessive disease, in which affected patients are
born to parents who are both carriers—that is, they have a mutation in one
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of their two CF genes. Carrier couples have a one-in-four risk of produc-
ing an affected child with each pregnancy. The carriers themselves are com-
pletely asymptomatic and even have normal sweat chloride tests.

Treatment
There is still no cure for this disease, but supportive therapies have
improved markedly in the last twenty years. The recurrent lung infections
are now much better controlled with powerful, new-generation antibiotics,
though, unfortunately, many patients eventually develop infections with
drug-resistant bacteria. A variety of approaches are used to break up and
remove the thick mucus secretions in the lung, including mucolytic (mucus-
breaking) agents, bronchodilators, and chest physical therapy. One type of
mucolytic treatment is DNase, a DNA-destroying enzyme that breaks up
the long, sticky DNA strands left by dying cells. Some patients with end-
stage lung disease can be rescued by lung transplantation. Patients with
pancreatic obstruction can be managed with pancreatic enzyme supple-
ments, and affected men with vas deferens obstruction have been able to
father children by a technique called sperm aspiration, followed by in vitro
fertilization.

The ultimate hope for the cure of CF lies in gene replacement therapy.
A number of clinical trials are under way, most attempting to deliver the
normal CF gene to the bronchial epithelium by aerosol spray, using a viral
vector (usually adenovirus, a common respiratory virus that naturally tar-
gets the desired tissue). Thus far the attempts have not been completely suc-
cessful, as most patients develop an immune response against the virus during
the course of therapy. But with the median life expectancy of CF patients
now at thirty years just through conventional therapies, the hope is that
many CF patients alive today will survive long enough to avail themselves
of gene therapy once it is perfected.

The Cystic Fibrosis Gene and CFTR Protein
The identification of the causative gene for CF in 1989 represented one of
the great triumphs of molecular genetic research up to that time. With the
gene’s identification having preceded the official start of the Human
Genome Project by one year, the search for the CF gene proceeded with-
out the benefits of the fully mapped genome that we have today. Hence,
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some of the techniques used to identify the CF gene, such as “gene walk-
ing” and “gene jumping,” are no longer used extensively.

The CF gene was identified through linkage analysis and positional
cloning. Whereas nowadays the map of the human genome is saturated with
these markers, which serve as convenient “signposts” in gene mapping stud-
ies, this was not the case when the CF mapping was done, and more labo-
rious, brute-force techniques such as those mentioned above had to be
employed. Thus, it was dramatic news indeed when the causative gene was
found on chromosome 7.

As might have been expected based on the secretory defects in the 
disease, the gene, dubbed “cystic fibrosis transmembrane conductance reg-
ulator” (CFTR), encodes an ion-channel protein in epithelial cell mem-
branes. The gene is quite large—250,000 nucleotides—and the spectrum
of mutations in CF patients continues to grow. At the time of this writ-
ing, more than 950 different mutations have been reported. Most of these
are quite rare and may only be found in individual families. A few are more
common, most notably a three-nucleotide deletion of codon 508, called
�F508, which is found in approximately 70 percent of Caucasian CF car-
riers. Several others are present in 1 percent to 3 percent of carriers, while
the remainder are very rare, except for some that are found at higher fre-
quency in particular ethnic and racial groups (such as W1282X in the
Ashkenazi-Jewish population and 3120�1G*A in the African-American
population).

The �F508 mutation in the CFTR gene deletes a phenylalanine amino
acid from the final protein. Like other membrane proteins, CFTR is made
at the endoplasmic reticulum in the interior of the cell, and must be trans-
ported to the plasma membrane to function. The absence of this amino acid
results in improper folding of the CFTR protein within the endoplasmic
reticulum, which causes it to be degraded by the cell’s protein-recycling
machinery before it reaches the membrane. Some of the less common muta-
tions prevent any protein synthesis by introducing a stop codon into the
gene, while others allow the protein to reach the membrane but without
functioning properly.

The CFTR protein forms a pore to allow chloride ions to pass through
the plasma membrane. The full range of functions served by this pore is not
known, but the sticky secretions of CF are believed to result when chloride
ions in the salty fluid secreted by the epithelial cells cannot be recovered by
the membrane protein.

Cystic Fibrosis DNA Testing and Screening
The discovery of the CFTR gene raised hopes that the detection of muta-
tions at the DNA level could supplement the traditional sweat test for CF
diagnosis and, more importantly, might be used to identify carriers in the
general population so that they could be offered genetic counseling. Unfor-
tunately, these goals have been hampered by the large number of possible
mutations in the gene, since present-day DNA tests can detect only a small
subset of them. As in most recessive diseases, the vast majority of carriers
have no family history of the disorder and do not discover that they are 

Cystic Fibrosis

202

linkage analysis exami-
nation of co-inheritance
of disease and DNA
markers, used to locate
disease genes

positional cloning the
use of polymorphic
genetic markers ever
closer to the unknown
gene to track its inheri-
tance in CF families



carriers until they happen to have a child with another carrier, giving birth
to their first affected child.

CF is an appealing target for population carrier screening simply
because of the relatively high carrier frequency in the general population.
One in twenty-nine Caucasians, one in forty-six Hispanics, one in sixty-
five African Americans, and one in ninety Asian Americans are carriers. It
is not known why the mutation frequency is so high, especially in Euro-
pean populations. Some have proposed, using the analogy of the sickle-cell
gene conferring relative resistance to malaria, that the mutations must have
a protective effect against some disease appearing in European history, such
as cholera or tuberculosis.

But all of this is just speculation. DNA screening of the entire adult
population could potentially identify those couples at risk, who could then
be offered prenatal diagnosis, affording couples the opportunity to consider
their options. After several pilot studies and much debate at the national
level, it has now been recommended that screening for the twenty-five most
frequent CFTR mutations be offered to all couples expecting a child or plan-
ning a pregnancy. So most of the students reading this book will eventually
be offered this DNA test! SEE ALSO Cell, Eukaryotic; Gene Discovery;
Gene Therapy; Genetic Counseling; Heterozygote Advantage; Human
Disease Genes, Identification of; Inheritance Patterns; Population
Screening; Proteins.

Wayne W. Grody
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Delbrück, Max
Physicist, Molecular Biologist
1906–1981

Max Delbrück made major contributions to the understanding of replica-
tion and viral function. Raised in Berlin in a distinguished family of Ger-
man intellectuals, Delbrück trained as a physicist with Niels Bohr and other
leaders in the field of quantum mechanics. In the early 1930s his interests
turned toward biology and the nature of the gene. This was only thirty years
after the rediscovery of Mendel’s work and twenty years before Watson and
Francis Crick discovered the structure of DNA. With two colleagues, he
published a theoretical paper on quantum mechanical restrictions on gene
structure. These ideas were popularized by the physicist Erwin Schrödinger
in the book What is Life?, which inspired many young midcentury scientists
to join the quest to understand the gene.
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Delbrück moved to the United States in 1937 to pursue genetics and
escape the increasingly repressive atmosphere of Nazi Germany. He first
went to Columbia University in New York, where he joined Thomas Hunt
Morgan’s group to study Drosophila. Soon, however, he became interested
in bacteriophages. It was in the understanding of this model system that
Delbrück made his greatest contribution.

Bacteriophages are among the simplest genetic systems, and thus pro-
vided Delbrück with an elegant tool for exploring fundamental processes of
reproduction and mutation. Delbrück collaborated with Salvador Luria and
Alfred Chase to work out the fundamental mechanisms of viral replication
and to explore the genetics of mutation in this system. This loosely allied
trio, and the ever-widening circle of scientists with whom they collaborated,
became known as “the phage group.” This group conducted training courses
at Cold Spring Harbor Laboratory in New York, where they introduced
many other biologists to this model system, while inculcating in them their
own rigorous and quantitative approach. Watson was one of Delbrück’s stu-
dents in the phage course. The phage group began and shaped the field of
molecular genetics, and Delbrück is usually considered the father of this dis-
cipline. Delbrück, Luria, and Hershey were awarded the Nobel Prize for
physiology or medicine in 1969 for their discoveries in phage genetics.

Later in his life, Delbrück turned his attention to the cellular physiol-
ogy underlying perception, but the model system he chose for this research,
a light-sensitive fungus, had too little in common with animals to make the
research strongly relevant to animal perception. He died in 1981. SEE ALSO

Crick, Francis; Morgan, Thomas Hunt; Watson, James; Virus.
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Development, Genetic Control of
Development is the process through which a multicellular organism arises
from a single cell. During development, cells become specialized, or differ-
entiated, taking on different functions and forms. The organism develops a
characteristic three-dimensional shape, the parts of which (such as limbs and
organs) continue to maintain the same relationship to each other even as
the organism grows. How the genes in a single fertilized egg dictate the cre-
ation of a complex multicellular creature is the central question in the genetic
control of development.

While we are often most curious about human developmental processes,
very little is known about the genetics of human development specifically,
because experimentation on human embryos is forbidden by law and ethics.
Instead, the details of genetic control are best understood in several model
organisms, including the roundworm (Caenorhabditis elegans), the fruit fly
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(Drosophila melanogaster), the zebrafish, and the mouse. Each organism dif-
fers in the details, and in some cases the overall logic, of genetic control.
The understanding of developmental control is not complete for any of these
organisms, but scientists have come to understand several mechanisms that
contribute to, but do not entirely explain, development.

The Importance of Transcription Factors
With few exceptions, every cell in a multicellular organism contains the
same set of genes as every other cell. Despite this genetic equivalence,
cells differ greatly in form, function, longevity, and many other charac-
teristics. These differences are due to the differential expression of genes
within each cell type. Thus, a nerve cell will express a certain subset of
the entire genome, while a gut cell will express a different subset. (To
express a gene means to use it to create its encoded product, usually a
protein.) Cells become different from one another, therefore, by express-
ing different sets of genes. Thus, the problem of development can be
addressed by understanding how initially identical cells come to express
different sets of genes.

The beginning of the answer to this question lies in understanding gene
transcription and transcription factors. Transcription is the process in which
an enzyme called RNA polymerase binds to a gene to make an RNA copy;
this is the first step in expressing the gene. Transcription factors are pro-
teins that bind to regulatory regions of the gene, thereby influencing how
easily RNA polymerase attaches to it. Different genes require different sets
of transcription factors, and when these factors are in low supply, expres-
sion of that gene is slowed or stopped.

Since transcription factors are proteins, they are encoded by their own
genes, which are regulated by yet other transcription factors. As we will see,
many of the “master” genes that control development encode transcription
factors that are expressed early in development. The sequential activation
of these genes, in a domino-like fashion, is one way that the overall devel-
opmental program is carried out.

The European Way and the American Way
A central question in development is whether a particular cell is predestined
to become a specific cell type from the moment of its creation, or whether
its fate is less determinate, depending on a variety of cues it receives from
its local environment as development proceeds. The developmental geneti-
cist Sydney Brenner dubbed these two alternatives the European way (what
matters is who your ancestors are) and the American way (what matters is
what your environment is and who your neighbors are). While no multi-
cellular organism displays either alternative exclusively, the roundworm C.
elegans operates primarily according to the European plan, with each of its
exactly 959 cells largely following a set developmental path, and with few
decisions made through interaction with neighboring cells. Drosophila, and
mammals such as mice and humans, largely develop according to the Amer-
ican plan, with most cells only gradually taking on a final identity, through
repeated communication and competition with neighboring cells.
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The difference can be seen in transplant experiments, in which cells of
the early embryo are moved from one region to another. In the roundworm,
the transplanted cell generally follows its original developmental plan,
regardless of the environment in which it finds itself. In fruit flies and mam-
mals, the transplanted cell generally takes on the identity of the region into
which it is transplanted, switching from one developmental pathway to
another, such as from bone cell to gut cell. This change is not absolute and,
most importantly, it is time-dependent. Cells transplanted later in develop-
ment tend to remain committed to the pathway they were on, despite their
new surroundings, leading to the aberrant development of bone cells in the
gut, for instance.

Morphogens and Gradients
One problem has intrigued embryologists for many decades: In the absence
of strictly defined developmental fates, how does a cell “know” where it is
in an embryo, in order to know what to become? An early suggestion, which
has been borne out by experiments, is based on the concept of a concen-
tration gradient—a variation in concentration of a substance across a region
of space.

A concentration gradient is formed whenever a substance is created in
one place and moves outward by diffusion. When this occurs, there will be
a high concentration of the substance near its point of origin, and increas-
ingly lower concentrations further away. This provides positional informa-
tion to a cell anywhere along the gradient. Cells pick up this chemical signal,
and its strength (concentration) determines the cell’s response. Typically,
the signal is a transcription factor, and the response is a change in gene tran-
scription.

Because such a signalling substance helps to give form to the embryo, it
is termed a morphogen (“morph-” meaning “form,” “-gen” meaning “to give
rise to”). Morphogen gradients are a key means by which originally identi-
cal cells are exposed to different environments and thus sent along different
developmental paths. In humans and other mammals, one morphogen that
acts early in development is retinoic acid, a relative of vitamin A.

Gradients Determine the Axes of the Fruit Fly Embryo
We can see how such a morphogen acts by considering the development of
the anterior-posterior axis in the fruit fly embryo. In the fly egg case, the
oocyte, or fertilized egg, is accompanied by “nurse cells” at what will become
the head end of the fly. This is called the anterior end; the tail end is pos-
terior. Nurse cells create messenger RNA for a protein called bicoid, which
they transport to the oocyte. Because these mRNAs originate in the ante-
rior end, their concentration is highest there, and is lower towards the pos-
terior end. Once the oocyte begins to divide, the mRNA is translated, and
the bicoid protein is synthesized. Anterior cells have more of it than poste-
rior cells, and the difference in concentration sets each cell group down its
own developmental pathway, with anterior cells developing head structures,
and posterior cells tail structures. Note that, in keeping with the “Ameri-
can plan,” the fate of each cell is determined not by its ancestry, but by the
environment it is in.
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The effect of bicoid can be seen in transgenic flies, which have too many
or too few copies of the gene. With extra bicoid, a higher-than-normal con-
centration exists further back in the oocyte, and anterior structures develop
further back on the fly. With no bicoid, the anterior structures don’t develop
at all.

As we might expect, the bicoid protein is a transcription factor, which
helps regulate expression of other genes. Other gradients of other tran-
scription factors also exist at this stage, and together, these overlapping gra-
dients establish the dorsal-ventral (back-belly) axis and map out the body
segments that characterize all insects. While the details are complex, the
fundamental idea is that of combinatorial control: At each position, it is the
combination of transcription factors and their concentrations that deter-
mines which genes will be expressed, and therefore what the identity of the
cells will be.

As segmentation becomes more firmly established and segments begin
to take on their unique identities, gradients become less important. Instead,
local gene control and cell to cell interactions create the increasingly fine
level of spatial patterning.

Homeotic Genes and Segment Identity
Once segmentation is established, another important and remarkable set of
genes turns on: the homeotic selector genes. These genes control develop-
ment within each segment. For instance, the thorax region of the fly con-
tains three segments, each with one pair of legs (the reason insects are 
six-legged). The homeotic selector gene antennapedia is normally expressed
only in the thoracic segments, leading to the creation of a pair of legs.

Note that antennapedia does not itself “code for” legs. Instead, its pro-
tein product is a transcription factor. By regulating expression of many other
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genes, it sets off a cascade of events that results in the creation of legs.
Remarkably, however, this single gene is sufficient by itself to turn on the
leg-producing program, and its absence keeps the program silent. It can
even turn it on in other segments. For instance, when antennapedia is mutated
to allow it to be expressed in head segments, a pair of legs develops in place
of the normal appendages, antennae (hence the gene name, which means
“antenna foot”).

Intriguingly, the sequence of homeotic selector genes along the fly chro-
mosome matches the order of segments in which each is expressed. That is,
the genes expressed in head segments come first, followed by those expressed
in thoracic segments, then the abdomen, then the tail. The way in which
this correspondence is exploited during development is still unknown, but
the arrangement is clearly not accidental. Related genes have been found in 
vertebrates, including humans, and the same pattern holds: Genes expressed
more anteriorly precede those expressed toward the posterior.

Homeotic Genes in Other Species
Homeotic genes also control development in other species, from yeast
to humans, although the details are not as clear as they are for the fruit
fly. Homeotic genes, called Hox genes, control the development of seg-
ments in the mammalian hindbrain, for example, and help establish the
anterior-posterior and dorsal-ventral axes in the limbs. Vertebrates have
duplicate copies of the Hox genes on several chromosomes, all of which
function together to specify, for example, limb development. The mul-
tiple copies provide a redundancy not found in the fruit fly, thus mak-
ing the effect of individual genes harder to detect. Nonetheless, by
“knocking out” multiple versions of a particular Hox gene, researchers
have shown their dramatic effects. For example, mice that are missing
two copies of Hox 11 have no forelimbs, and the wrist is fused directly
to the elbow.

The Homeobox
As transcription factors, the homeotic gene products must bind to DNA.
Sequence analysis of both gene and protein has revealed that all share a 180-
nucleotide DNA stretch, termed the homeobox, the sequence of which has
remained almost unchanged over many millions of years of evolution. It
codes for a 60-amino acid long DNA binding region, called the homeo-
domain. The homeodomain sequence of antennapedia and the mouse
homeotic gene Hox B-7 differ by only two amino acids, despite having
diverged several hundred million years ago.

Programmed Cell Death: Apoptosis
Development of a multicellular creature requires not only cell differentia-
tion, but in some cases, cell death. Apoptosis helps create the spaces between
the fingers, for instance. During brain development, nerve connections are
sculpted through the apoptotic death of billions of cells. In C. elegans, exactly
131 cells die by apoptosis.

Cells can be directed to the apoptotic pathway if they fail to receive
appropriate signals from their neighbors. In this way, it is thought that
cells in the wrong location—a bone cell in the gut, for instance—might
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be terminated to prevent damage to the organism. The death program
itself is carried out within the cell by activation of specific genes that ulti-
mately trigger proteases, which are enzymes that break down cell contents,
including the chromosomes. SEE ALSO Apoptosis; Fruit Fly: DROSOPHILA;
Roundworm: CAENORHABDITIS ELEGANS; Transcription Factors; Trans-
genic Organisms; Zebrafish.

Richard Robinson
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Diabetes
Diabetes mellitus is a group of diseases characterized by elevated levels of
glucose in the blood. Diabetes is caused by problems producing or respond-
ing to the hormone insulin. Insulin is produced in the pancreas by special-
ized cells called beta cells, in response to the presence of glucose absorbed
through the gastrointestinal tract following a meal. Insulin promotes the
uptake of glucose into muscle and fat cells, and it promotes the storage of
excess glucose in the liver.

Excess blood glucose over time damages organs, particularly the eyes,
kidneys, nerves, heart, and blood vessels. It is the leading cause of adult
blindness, end-stage kidney disease, and lower limb amputations, and it is a
major risk factor for heart attacks and strokes. Diabetes is classified into four
major groups: type 1 diabetes (T1DM), type 2 diabetes (T2DM), other spe-
cific types, and gestational diabetes (GDM), occurring during pregnancy.
Approximately 5 percent to 8 percent of the people of the industrialized
world have diabetes, mostly (approximately 90 percent) type 2, which at least
16 million Americans have.

Type 1 Diabetes
Type 1 diabetes is caused by beta cell destruction, leading to insulin defi-
ciency. T1DM was previously called insulin-dependent diabetes mellitus
(IDDM), because patients who have it require insulin for survival. It was
also called juvenile-onset diabetes mellitus, because most type 1 diabetics
are children or young adults. At the time of diagnosis, about 85 percent to
90 percent of people with type 1 diabetes have antibodies directed against
components of their beta cells, indicating that the immune system is respon-
sible for the progressive and irreversible beta cell destruction.

Current evidence indicates a genetic component to T1DM. HLA (his-
tocompatibility leukocyte antigen) genes are a group of genes on chromo-
some 6 that encode proteins that are part of the immune system. Normally
the immune system defends the body against disease by destroying foreign
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cells, but in the case of type 1 diabetes, the body’s immune system destroys
its own beta cells.

Certain types of HLA genes are strongly associated with type 1 diabetes,
and other types protect against its development. However, these HLA genes
are neither necessary nor sufficient to cause or protect from type 1 diabetes.
T1DM is therefore a “complex” genetic disorder, in which several genes
interact with the environment to result in the disease. Scientists are cur-
rently working to identify these other genes, as well as environmental fac-
tors (e.g., toxins and viruses) that provoke the development of T1DM.

Type 2 Diabetes
Type 2 diabetes is itself a group of disorders caused by some combination
of insulin resistance—which occurs when cells’ ability to respond to insulin
is compromised—and insulin deficiency, which occurs when the beta cells’
ability to make insulin is compromised. T2DM has, in the past, been called
adult-onset diabetes, because most people with T2DM were adults. It was
also called non-insulin-dependent diabetes mellitus (NIDDM), because peo-
ple with type 2 diabetes usually do not require insulin injections. In the
Unites States, T2DM is especially prevalent among certain ethnic minori-
ties, including African Americans, Mexican Americans, Asian Americans, and
Native Americans.

Obesity is a potent risk factor for T2DM. In the last thirty years, due
to increased caloric intake and physical inactivity, both of which contribute
to obesity, there was an explosion in the prevalence of T2DM, and it started
occurring at younger ages—even in children. In addition to its association
with an unhealthy lifestyle, T2DM is known to have a strong genetic com-
ponent.

Scientists have been searching throughout the genome for T2DM-sus-
ceptibility genes. One such gene, calpain 10 protease, was identified on chro-
mosome 2. A common variant of this gene may predispose certain individuals
to T2DM; however, the true significance of this gene variant remains to be
determined. In addition, several candidate genes have shown some evidence
of being involved in T2DM. However, the effect of any single candidate
gene variant on the risk of developing T2DM is modest. A candidate gene
is a gene for which prior knowledge of its function leads researchers to assess
whether chemical variation in it is associated with a disease.

As of 2002 there was no clinically available genetic test to predict the
onset of type 2 diabetes, but it is anticipated that with a better understand-
ing of the roles of various genes in T2DM, it will eventually be possible to
use multiple genetic tests to identify individuals at risk for T2DM and to
predict which treatments will be most helpful in specific patients. Although
genetic susceptibility plays an important role in determining the risk of
developing T2DM, studies have shown that the disease can often be pre-
vented through diet, physical activity, and weight loss.

Other Specific Types of Diabetes
The third category of diabetes, containing other specific types, includes
nongenetic forms as well as single-gene forms of diabetes. One group of
single-gene diabetes disorders are genetic defects in beta cell function. The
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most common of the genetic beta cell defects are the disorders known as
MODY, or maturity onset diabetes of the young. MODY constitutes no
more than 2 percent to 5 percent of all cases of diabetes. It often occurs in
children and young adults and is characterized by decreased but not absent
insulin production. It is inherited in an autosomal dominant manner, which
means that an affected person has a 50 percent chance of passing on the dis-
ease-version of the gene with each pregnancy. Most, but not all, people
receiving a MODY gene do develop diabetes.

There are at least six different genetic forms of MODY. MODY2 is
caused by a mutation in a gene on chromosome 7 that makes a protein called
glucokinase, which is an enzyme in beta cells that helps to provide a chem-
ical signal needed for insulin release. The other MODYs involve mutations
in genes that encode proteins called transcription factors, which allow beta
cells to develop and function properly. These are hepatocyte nuclear factor
4-alpha (HNF4-alpha, causing MODY1, on chromosome 20), HNF1-alpha
(causing MODY3, on chromosome 12), insulin promoter factor 1 (IPF1,
causing MODY4, on chromosome 13), HNF1-beta (causing MODY5, on
chromosome 17) and NeuroD1/beta2 (causing MODY6, on chromosome 2).

A very rare genetic insulin secretion disorder is maternally inherited dia-
betes and deafness (MIDD), caused by changes in the DNA of the mito-
chondria. The mitochondria are the energy powerhouses of the cell and
the only part of the cell to contain DNA other than the nucleus, where most
DNA is contained. MIDD and other mitochondrial disorders are maternally
inherited because the fertilized egg has only mitochondria derived from the
mother. The clinical features of MIDD can be similar to type 2 diabetes,
and the hearing loss can be mild or even undetectable, except by special
tests.

Another group of rare genetic diabetes types is characterized by extreme
insulin resistance, which is defined as occurring when the ability of the body’s
cells to respond to insulin is severely compromised. Disorders of extreme
insulin resistance include type A syndrome, leprechaunism, and Rabson-
Mendenhall syndrome, and they are caused by inherited defects in the gene
on chromosome 19 that makes the insulin receptor, a protein that allows
cells to respond to insulin. Without properly functioning insulin receptors,
insulin cannot work effectively. In addition to diabetes, individuals with
insulin receptor defects may also have dental, genital, skin, and growth
abnormalities. Most insulin receptor gene defects manifest in an autosomal
recessive manner. That is, two defective copies of the gene are required for
disease expression, and couples in which each partner has one defective copy
(and in which neither is therefore affected) have a 25 percent chance of hav-
ing an affected child, with each pregnancy.

Familial partial lipodystrophic diabetes (FPLD) is a rare condition in
which children develop an unusual fat distribution at puberty, with little or
no fat on their arms, legs, and trunk. They also develop insulin-resistant
diabetes. FPLD is an autosomal dominant condition caused by mutations
in the lamin A/C gene on chromosome 1. Another rare form of lipodys-
trophic diabetes is congenital (i.e., present at birth) generalized lipodys-
trophic (CGL) diabetes, which is autosomal recessive, and in about half of
cases is due to mutations in the gamma-3-like gene (GNG3; also called the
seipin gene), on chromosome 11.

Diabetes

211

mitochondria energy-
producing cell organelle



Wolfram syndrome is a rare autosomal recessive condition presenting
in childhood that includes diabetes mellitus as well as other problems, includ-
ing deafness and deficiency of antidiuretic hormone. Mutations in the wol-
framin gene on chromosome 4 are responsible for some cases, but other
cases appear to be caused by a gene in a different area of chromosome 4.

Another rare autosomal recessive childhood condition, thiamine-
responsive megaloblastic anemia syndrome (TRMA), consists of several fea-
tures, including blood abnormalities, deafness, and diabetes. TRMA, which
responds to treatment with thiamine (a form of vitamin B), is a disorder
caused by mutations in the thiamine transporter gene SLC19A2, on chro-
mosome 1.

Transient neonatal diabetes (TNDM) is a condition in which infants
are born requiring injected insulin but are able to make sufficient insulin
later in infancy. Later in childhood or in adulthood, they may again develop
diabetes, which may or may not require insulin treatment. Most cases of
transient neonatal diabetes appear to be caused by the inheritance of an extra
copy of a region of chromosome 6 from the father.

Many known genetic disorders other than those mentioned previously
are associated with an increased risk of diabetes. Among those most strongly
associated are Friedreich’s ataxia, cystic fibrosis, and hemochromatosis.

Gestational Diabetes Mellitus
Hormones associated with pregnancy may cause diabetes in susceptible indi-
viduals. Although the diabetes goes away after the pregnancy, individuals
who have had GDM are at increased risk of developing T2DM. Currently
very little is known about the genetic basis of GDM. It is possible that some
of the same genes responsible for T2DM are also involved in GDM.

Genetic Susceptibility to Complications
As mentioned above, diabetes is associated with complications involving the
eyes, kidneys, blood vessels, and heart. However, not all individuals with
diabetes develop these complications. There is increasing evidence that
there are genes other than those that increase susceptibility to developing
the disease that may influence susceptibility to developing its complica-
tions. These genes are not yet identified, but they are likely to interact with
other known risk factors for complications, including poor blood-sugar con-
trol and increased blood-pressure and blood-cholesterol levels. SEE ALSO

Complex Traits; Disease, Genetics of; Gene and Environment; Gene
Discovery; Immune System Genetics; Mitochondrial Diseases.

Toni I. Pollin and Alan R. Shuldiner
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Disease, Genetics of
Genetics is believed to play a role in almost every human disease. Even for
diseases traditionally described as environmental, such as tuberculosis and
HIV, scientists are discovering that genetics is implicated either in the sus-
ceptibility to infection or in the severity of the disease. In some disorders a
variation within a single gene is sufficient to cause disease, while in other
disorders variations within a gene must interact with the environment and
other genes to cause disease. The goal of human medical genetics is to iden-
tify all the genes that are involved in human disease and determine how the
genes function to cause susceptibility to disease. This knowledge leads to
the development of successful therapies that improve the quality of life of
affected individuals and their families.

Mendelian and Complex Disorders
Geneticists typically classify genetic disorders into two main categories:
Mendelian and complex disorders. Mendelian disorders, such as sickle-cell
disease, cystic fibrosis, and Duchenne muscular dystrophy, are usually rare
in the general population. These disorders have predictable, recognizable
inheritance patterns (such as autosomal dominant and X-linked recessive),
and variations in a single gene are sufficient to cause expression of the dis-
order. Furthermore, only individuals who carry a mutation in the causative
gene are at risk for expressing the disorder.

In contrast, complex disorders, such as cardiovascular disease, diabetes,
cancers, and psychiatric disorders, are common in the general population.
In these disorders, genetics plays a significant role, but the biology of the
disease is due to a tangled web of genetic and environmental interactions.
Consequently, complex disorders generally do not display the distinct inher-
itance patterns seen in Mendelian disorders.

While the genetic variation at a single gene may contribute to the over-
all risk of developing a disease, it is not expected to be sufficient for expres-
sion of the disease. A well-known example of this is the association between
Alzheimer’s disease and the APOE gene. Individuals who carry the “4” allele
of the APOE gene have a higher risk and earlier age-of-onset for Alzheimer’s
disease than those with other alleles. Furthermore, this association is dose-
dependent. Individuals who have two copies of APOE-4 are at greater risk
for developing Alzheimer’s disease than individuals who carry one copy of
APOE-4 and one copy of a different allele.

How Important Are Genes?
Prior to searching for the genes involved in a disease and determining how
those genes work in the various tissues of the human body, there must be
clear evidence that genetics is involved in the disease. Genetic analyses are
ethically and financially challenging, as well as quite laborious. Geneticists
use several methods to evaluate whether or not genetics plays an important
role in the etiology of a disorder before they begin a search for a gene.
Some of these methods include familial aggregation, recurrence risks, and
twin studies.

Familial aggregation can be established by obtaining a thorough family
history on study participants. Individuals are simply asked if they have any
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other family members who have the disease. If individuals with the disease
have a higher frequency of affected relatives compared with individuals with-
out the disease, there is evidence of familial aggregation. Although familial
aggregation for a disorder is consistent with the involvement of genetics, it
may also reflect the presence of a common environmental factor to which
all family members have been exposed (such as pesticides or contaminated
drinking water).

Relative risk ratios are another method commonly used to determine if
there exists a genetic basis to a disease. For example, in cystic fibrosis, an
autosomal recessive Mendelian disorder, the risk of disease in the siblings
of an affected individual is 1 in 4. The prevalence of the disease is about 1
in 1,600 in the general population.

In 1990 Neil Risch demonstrated that by comparing the risk of a dis-
ease occurring in the relatives of an affected individual with the risk of the
disease occurring in the general population, one could measure the signifi-
cance of the genetic component of the disease. The risk ratio, labeled 	R,
where R is the type of relative (such as sibling), is the ratio of the risk of
disease in the relative of type R to the prevalence of the disease in the gen-
eral population. Thus in cystic fibrosis, 	s 
 1/4 � 1/1600 
 400. This
means that the risk of developing cystic fibrosis is four hundred times greater
for siblings of an affected individual than for an individual in the general
population. This clearly demonstrates the effect that genetics plays in the
development of cystic fibrosis.

As a general rule, the larger the 	R, the stronger the genetic compo-
nent. However, this ratio is extremely sensitive to the frequency of the dis-
ease in the general population. The more common the disorder, the lower
the 	R, although this does not necessarily preclude a genetic component to
the disorder.

Twin and adoption studies provide a unique opportunity to tease apart
the role of genetics and the influence of a common familial environment.
Because twins were born at the same time, the environments to which
they were exposed are very similar. This holds true for the prenatal envi-
ronment, and often for the childhood environment, but rarely for adult
environments.

Monozygotic (MZ), or identical, twins share 100 percent of their genetic
makeup, and dizygotic (DZ), or fraternal, twins share on average 50 percent
of their genetic makeup. Twin studies compare disease “concordance” in
MZ twins with DZ twins. When both twins in a pair have the disease, the
twins are said to be concordant. When one twin has the disease and the
other does not, the twins are said to be discordant. If the disorder has a
genetic component, then MZ twins will be concordant more often than DZ
twins. The difference between the MZ and DZ concordance rates can be
used to assess the strength of the genetic component.

In summary, geneticists are finding that some disorders have a large
genetic effect and others have a small genetic effect. There are several meth-
ods geneticists can use to determine the size of the genetic effect of a dis-
ease. However, ultimately, researchers trying to fully understand genetic
disorders must identify the genes that are involved and determine their func-
tion. The revolution in human genetics, primarily due to the successes of
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the Human Genome Project, has made and will continue to make an impact
on scientists’ ability to define the role of genetics in human disease. SEE

ALSO Alzheimer’s Disease; Cancer; Cardiovascular Disease; Complex
Traits; Cystic Fibrosis; Diabetes; Epidemiologist; Gene Discovery;
Hemoglobinopathies; Inheritance Patterns; Muscular Dystrophy;
Triplet Repeat Disease; Twins.

Allison Ashley-Koch

DNA
DNA (deoxyribonucleic acid) was discovered in the late 1800s, but its role
as the material of heredity was not elucidated for fifty years after that. It
occupies a central and critical role in the cell as the genetic information in
which all the information required to duplicate and maintain the organism.
All information necessary to maintain and propagate life is contained within
a linear array of four simple bases: adenine, guanine, thymine, and cytosine.

DNA was first described as a monotonously uniform helix, generally
called B-DNA. However, we now know that DNA can adopt many differ-
ent shapes and conformations. Moreover, many of these alternative shapes
have biological importance. Thus, the DNA is not simply an informational
repository, from which information flows through RNA into proteins.
Rather, structural information exists within the specific sequence patterns
of the bases. This structural information dictates the interaction of DNA
with proteins to carry out processes of DNA replication, transcription into
RNA, and repair of errors or damage to the DNA.

The Components of DNA
DNA is composed of purine (adenine and guanine) and pyrimidine (cyto-
sine and thymine) bases, each connected through a ribose sugar to a phos-
phate backbone. Many variations are possible in the chemical structure of
the bases and the sugar, and in the structural relationship of the base to the
sugar that result in differences in helical shape and form. The most com-
mon DNA helix, B-DNA, is a double helix of two DNA strands with about
10.5 base pairs per helical turn.

Bases and Base Pairs. The four bases found in DNA are shown in Fig-
ures 1 and 2. The purines and pyrimidines are the informational molecules
of the genetic blueprint for the cell. The two sides of the helix are held
together by hydrogen bonds between base pairs. Hydrogen bonds are weak
attractions between a hydrogen atom on one side and an oxygen or nitro-
gen atom on the other. Hydrogen atoms of amino groups serve as the hydro-
gen bond donor while the carbonyl oxygens and ring nitrogens serve as
hydrogen bond acceptors. The specific location of hydrogen bond donor
and acceptor groups gives the bases their specificity for hydrogen bonding
in unique pairs. Thymine (T) pairs with adenine (A) through two hydrogen
bonds, and cytosine (C) pairs with guanine (G) through three hydrogen
bonds (Figure 2). T does not normally pair with G, nor does C normally
pair with A.
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Deoxyribose Sugar. In DNA the bases are connected to a �-D-2-deoxyri-
bose sugar with a hydrogen atom at the 2� (“two prime”) position. The sugar
is a very dynamic part of the DNA molecule. Unlike the nucleotide bases,
which are planar and rigid, the sugar ring is easily bent and twisted into var-
ious conformations (which exist in different structural forms of DNA). In
canonical B-DNA, the accepted and most common form of DNA, the sugar
configuration is known as C2� endo.

Nucleosides and Nucleotides. The term “nucleoside” refers to a base and
sugar. “Nucleotide,” on the other hand, refers to the base, sugar, and phos-
phate group (Figure 1). A bond, called the glycosidic bond, holds the base
to the sugar and the 3�–5� (“three prime-five prime”) phosphodiester bond
holds the individual nucleotides together. Nucleotides are joined from the
3� carbon of the sugar in one nucleotide to the 5� carbon of the sugar of the
adjacent nucleotide. The 3� and the 5� ends are chemically very distinct and
have different reactive properties. During DNA replication, new nucleotides
are added only to the 3� OH end of a DNA strand. This fact has important
implications for replication.

The Structure of Double-Stranded DNA
As mentioned above, the two individual strands are held together by hydro-
gen bonds between individual T·A and C·G base pairs. In DNA, the 
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distance between the atoms involved is 2.8 to 2.95 angstroms (10�10 meters).
While individually weak, the large number of hydrogen bonds along a DNA
chain provides sufficient stability to hold the two strands together.

The stabilization of duplex (double-stranded) DNA is also dependent
on base stacking. The planar, rigid bases stack on top of one another, much
like a stack of coins. Since the two purine.pyrimidine pairs (A.T and C.G)
have the same width, the bases stack in a rather uniform fashion. Stacking
near the center of the helix affords protection from chemical and environ-
mental attack. Both hydrophobic interactions and van der Waal’s forces
hold bases together in stacking interactions. About half the stability of the
DNA helix comes from hydrogen bonding, while base stacking provides
much of the rest.

Double-stranded DNA in its canonical B-form is a right-handed helix
formed by two individual DNA strands aligned in an antiparallel fashion (a
right-handed helix, when viewed on end, twists clockwise going away from
the viewer). Antiparallel DNA has the two strands organized in the oppo-
site polarity, with one strand oriented in the 5�–3� direction and the other
oriented in the 3�–5� direction.

In the right-handed B-DNA double helix, the stacked base pairs are sep-
arated by about 3.24 angstroms with 10.5 base pairs forming one helical turn
(360°), which is 35.7 angstroms in length. Two successive base pairs, there-
fore, are rotated about 34.3° with respect to each other. The width of the
helix is 20 angstroms. An idealized model of the double helix is shown in
Figure 3. As can be seen, the organization of the bases creates a major groove
and a minor groove.

Adenine and thymine are said to be complementary, as are cytosine and
guanine. Complementary means “matching opposite.” The shapes and
charges of adeninne and thymine complement each other, so that they
attract one another and link up (as do cytosine and guanine). Indeed, one
entire strand of duplex DNA is complementary to the opposing strand.
During replication, the two strands unwind, and each serves as a template
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for formation of new complementary strand, so that replication ends with
two exact double-stranded copies.

Alternative DNA Conformations
While the vast majority of the DNA exists in the canonical B-DNA form,
DNA can adopt an amazing array of alternative structures. This is the result
of certain particular sequence arrangements of DNA and, in many cases,
energy in the DNA double helix from DNA supercoiling, the property of
DNA in which the double helix, in a high-energy state, becomes twisted
around itself. Some alternative DNA conformations identified are shown in
Figure 4.

Unwound DNA. Since A.T base pairs contain two hydrogen bonds and C.G
base pairs contain three, A�T-rich tracts are less thermally stable that
C�G-rich tracts in DNA. Under denaturing conditions (heat or alkali), the
DNA begins to “melt” (separate), and unwound regions of DNA will form,
and it is the A�T-rich sequences that melt first. In addition, in the pres-
ence of superhelical energy (a high-energy state of DNA resulting from its
supercoiling, which is the natural form of DNA in the chromosomes of
most organisms), A�T-rich regions can unwind and remain unwound
under conditions normally found in the cell. Such sites often provide places
for DNA replication proteins to enter DNA to begin the process of chro-
mosome duplication.

Cruciform Structures. DNA sequences are said to be palindromic when
they contain inverted repeat symmetry, as in the sequence GGAATT-
AATTCC, reading from the 5� to the 3� end. Palindromic sequences can
form intramolecular bonds (within a single strand), rather than the normal
intermolecular (between the two complementary strands), hydrogen bonds.
To form cruciforms (“cross-shaped”), the DNA must form a small unwound
structure, and then base pairs must begin to form within each individual
strand, thus forming the four-stranded cruciform structure.

Slipped-Strand DNA. Slipped-strand DNA structures can form within
direct repeat DNA sequences, such as (CTG)n

.(CAG)n and (CGG)n
.(CCG)n

(where “n” denotes a variable number of repetitions). They form following
denaturation, after the strands become unwound, and during renaturation,
when the strands come back together. To form slipped-strand DNA, the
opposite strands come together in an out-of-alignment fashion, during
renaturation. Expansion of such triplet repeats are features of certain neu-
rological diseases.

Intermolecular Triplex DNA. Three-stranded, or triplex DNA, can form
within tracts of polypurine.polypyrimidine sequence, such as (GAA)n

.(TTC)n.
Purines, with their two-ring structures, have the potential to form hydro-
gen bonds with a second base, even while base paired in the canonical A.T
and G.C configurations. This second type of base pair is called a Hoog-
steen base pair, and it can form in the major groove (the top of the base
pair representations in Figure 2). Pyrimidines can only pair with a single
other base, and thus a long Pu.Py tract must be present for triplex DNA
formation. The important factor for triplex DNA formation is the pres-
ence of an extended purine tract in a single DNA strand. The third-strand
base-pairing code is as follows: A can pair with A or T; G can pair with a
protonated C (C�) or G.
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Intramolecular Triplex DNA. When a Pu.Py tract exists that has mirror
repeat symmetry (5� GAAGAG–GAGAAG 3�), an intramolecular triplex can
form, in which half of the Pu.Py tract unwinds and one strand wraps into
the major groove, forming a triplex. The structure in Figure 4 shows the
pyrimidine strand (CTT) pairing with the purine strand (GAA) of a canon-
ical DNA duplex. In an intramolecular triplex, one strand of the unwound
region remains unpaired, as shown.

Quadruplex DNA. DNA sequences containing runs of G.C base pairs can
form quadruplex, or four-stranded DNA, in which the four DNA strands
are held together by Hoogsteen hydrogen bonds between all four guanines.
The four guanines are aligned in a plane, and the successive rings of gua-
nines are stacked one upon another.

Left-handed Z-DNA. Alternating runs of (CG)n
.(CG)n or (TG)n

.(CA)n di-
nucleotides in DNA, under superhelical tension or high salt (more than 3
M NaCl) (M, moles per liter) can adopt a left-handed helix called Z-DNA.
In this form, the two DNA strands become wrapped in a left-handed helix,
which is the opposite sense to that of canonical B-DNA. This can occur
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within a small region of a larger right-handed B-DNA molecule, creating
two junctions at the B-Z transition region.

Curved DNA. DNA containing tracts of (A)3–4
. (T)3–4 (that is, runs of three

or four bases of A in one strand and a similar run of T in the other) spaced
at 10-base pair intervals can adopt a curved helix structure.

In summary, DNA can exist in a very stable, right-handed double helix,
in which the genetic information is very stable. Certain DNA sequences can
also adopt alternative conformations, some of which are important regula-
tory signals involved in the genetic expression or replication of the DNA.
SEE ALSO Chromosome, Eukaryotic; Chromosome, Prokaryotic; DNA
Microarrays; Gene; Genome; Nucleotide; Sequencing DNA; Triplet
Repeat Disease.

Richard R. Sinden
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DNA Footprinting
DNA footprinting is a technique for identifying exactly where a protein
binds to DNA. Knowing where a protein binds to DNA often aids in under-
standing how gene expression is regulated. Consequently, DNA footprint-
ing is often part of a larger study to determine how a particular gene is
controlled.

How It Works
DNA footprinting is based on the observation that when a protein binds
to DNA, the DNA is protected from chemicals that would otherwise
cleave it. In a typical DNA footprinting experiment, a DNA fragment with
a suspected protein-binding site is first isolated, then labeled with a
radioactive nucleotide or other chemical that will allow it to be detected
later on.

Once labeled, the DNA is then mixed in a test tube with a DNA-
binding protein and a chemical that cleaves DNA, such as the enzyme
DNase I. In a separate test tube, more of the same labeled DNA is mixed
with the same cleaving chemical, but without the binding protein. The DNA
fragments in each tube are allowed to incubate long enough for the mole-
cule to cleave once, and then are separated by size (fractionated) in a DNA
sequencing gel.

The reactions in the two test tubes (one with the binding protein and
one without) are then compared. If the DNA actually contains protein-
binding sites, these will have been protected from cleaving in the test tube
that contains DNA-binding protein, and a “footprint” of those sites where
no DNA cleavage occurred will be observed. By comparison with a sequenc-
ing reaction run on the same gel, one can determine the exact location where
a protein has been bound to the DNA. A related technique, called gel retar-
dation, can also be used to test for protein binding to DNA, but this method
is less precise than DNA footprinting.

DNA Footprinting

220

cleave split

nucleotide the building
block of RNA or DNA

enzyme a protein that
controls a reaction in a
cell



DNA Footprinting

221

protein

binding
site

DNA FOOTPRINTING

With protein Without protein

The protein protects the
binding site region from
cleavage by DNase or
another treatment.

transcription messen-
ger RNA formation from
a DNA sequence

promoter DNA
sequence to which RNA
polymerase binds to
begin transcription

Uses in Research
DNA footprinting is often used to locate the binding site for proteins that
regulate transcription. For example, a researcher may suspect that a par-
ticular protein binds to a particular DNA fragment and inhibits transcrip-
tion. After conducting a DNA footprinting experiment, the researcher will
know the location of the exact sequence of DNA bound by that protein. If
that sequence matches the sequence of a promoter the DNA footprinting
experiment can help explain how that DNA-binding protein carries out its
function.

Modified DNA footprinting experiments can also be performed to
detect where proteins bind to DNA in a living cell. In these experiments,
cells are grown under conditions where the protein of interest would be
expected to bind to DNA. The cells are then treated with a chemical that
causes proteins bound to DNA to become permanently attached to the
DNA. The resulting DNA-protein complexes are then purified from the
cell, and the DNA sequences are identified.

Since DNA footprinting is used to identify the specific sequences in
DNA where a protein binds, the technique is likely to be of continuing use-
fulness in genetic research. For example, DNA footprinting is likely to be
heavily used in characterizing the function of proteins identified in the
Human Genome Project and other genome projects, making it an impor-
tant component of a molecular geneticist’s toolbox. SEE ALSO Gene Expres-
sion: Overview of Control; Nucleases; Sequencing DNA.

Patrick G. Guilfoile
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DNA Libraries
DNA libraries, like conventional libraries, are used to collect and store infor-
mation. In DNA libraries, the information is stored as a set of DNA mol-
ecules, each of which contains biological sequences that can be used for a
variety of applications. All DNA libraries are collections of DNA fragments
that represent a particular biological system of interest. By analyzing the
DNA from a particular organism or tissue, researchers can answer a variety
of important questions. The two most common uses for these DNA col-
lections are DNA sequencing and gene cloning.

The Importance of Vectors
Several types of DNA libraries have been developed for specific purposes,
but all share some common features. The DNA fragments that make up the
library are attached to other DNA sequences that are used as “handles” to
maintain the fragments. These “handles,” called vectors, allow the DNA to
be replicated and stored, typically within model organisms such as yeast or
bacteria.

Different types of vectors can be used to store DNA fragments of dif-
ferent lengths. For example, plasmid vectors can store small fragments (from
a few hundred bases up to ten or twenty thousand bases of sequence), while
viral vectors, or viral-plasmid hybrids such as cosmids, can store up to fifty
thousand bases, and yeast artificial chromosome (YAC) vectors can store
hundreds of thousands of bases. In general, plasmid-based vectors are the
easiest to manipulate but store the smallest fragments. They are commonly
used for applications that involve complex manipulations, such as cloning
or gene expression, but that require only small DNA fragments (e.g., cDNA
libraries, as described below).

Artificial Chromosome Vectors and Genomic Libraries
Yeast artificial chromosome vectors act like real chromosomes in yeast and
can store much longer DNA fragments, some over 150 kilobases in size, big
enough for several genes along with their regulatory sequences. However,
YAC vectors are difficult to manipulate, are prone to spontaneous rearrange-
ment, and have been supplanted by bacterial artificial chromosome (BAC)
vectors.

BAC vectors are derived from the F plasmid of Escherichia coli. This
plasmid behaves like a chromosome and not like a typical plasmid. BACs
can store very large DNA fragments—in excess of three hundred kilobases
in some cases, although typical fragments are about half that size. The unique
features of BAC vectors are very well suited to creating and maintaining
DNA libraries. For example, once a BAC vector enters a cell, it will exclude
all other BAC vectors, which means that a given E. coli clone will contain
only one unique library fragment. Furthermore, E. coli cells are relatively
easy to grow and store, and DNA purification from the bacterium is straight-
forward. BAC libraries played a key role in the massive sequencing efforts
that made up the Human Genome Project.

Many of the large-format DNA libraries (YACs, BACs) are used exclu-
sively to store genomic DNA for sequencing projects. Larger fragments per-
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mit easier assembly of finished DNA sequence and require the maintenance
of fewer clones, which is particularly important when sequencing large
genomes. DNA sequencing, however, is only one application of DNA
libraries.

DNA libraries are created by generating a set of DNA fragments of the
desired size and then attaching those fragments to the appropriate vector
sequence. For genomic DNA, the fragments are normally generated by
either enzymatic digestion or simple mechanical shearing of all the DNA of
the genome, including noncoding sequences. Fragments are then enzymat-
ically attached to the vector sequences, in a reaction known as ligation. The
collected fragments, now attached to vector sequences, are then moved into
the appropriate host organism for growth and evaluation. Conditions are
chosen so that only one fragment enters each organism, which can then be
grown up into a colony whose individuals all carry the same fragment.

Complementary DNA Libraries
Genomic DNA is not always the source of the fragments in a DNA library.
A second major class of libraries uses cDNA which is generated by copying
the messenger RNA from an organism or tissue of interest. Because it
reflects the mRNA content of a biological system (or cell type) at a partic-
ular time and under particular conditions, a cDNA library can be consid-
ered a “snapshot” of gene expression in that system. This information can
be of great value in understanding when and how certain genes are expressed
in an organism or cell type. Additionally, cDNA, unlike genomic DNA, lacks
introns and other noncoding segments of sequence and is relatively straight-
forward to clone and express. This greatly facilitates the analysis of gene
products (proteins) in eukaryotes.

Creating a cDNA library is similar to creating a genomic DNA library,
except that the starting material for cDNA libraries is mRNA, not DNA.
The enzyme reverse transcriptase is used to copy the mRNA to DNA. The
DNA fragments are then cloned into vectors (typically plasmids) by ligation
and moved into a host organism, as with genomic libraries.

Often, cDNA libraries are constructed using plasmid vectors with
sequences that allow the cloned cDNA fragments to be expressed as pro-
teins. Such “expression libraries” can be searched with protein-finding tools
such as antibodies, and then the gene coding for the protein can be isolated.
cDNA libraries are also used for expressed sequence tag (EST) analysis, in
which small portions of many cDNAs are sequenced to provide an overview
of gene expression in a particular sample.

DNA libraries play important roles in modern molecular biology
research. The many genome-sequencing projects that are revolutionizing
our understanding of genetics are entirely dependent on genomic DNA
library techniques. cDNA libraries are invaluable in the study of gene expres-
sion and protein function, and for EST analysis. Continued progress in the
development of library techniques and a continued interest in their appli-
cations suggest that these tools will remain an important part of the field
for years to come. SEE ALSO Chromosomes, Artificial; Cloning Genes;
Model Organisms; Plasmid; Polymerase Chain Reaction; Restriction
Enzymes; Reverse Transcriptase.

Daniel J. Tomso
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DNA Microarrays
DNA microarrays are tools used to analyze and measure the activity of genes.
Researchers can use microarrays and other methods to measure changes in
gene expression and thereby learn how cells respond to a disease or to some
other challenge.

Gene Expression
Humans have 30,000 to 70,000 genes, each consisting of a sequence of bases,
the building blocks of the hereditary material DNA. Before they can carry
out their function, genes are copied to make messenger RNA (mRNA), in
a process called transcription. This molecule is in turn used as a template
for the synthesis of a protein molecule (translation). This entire process,
including transcription of RNA and translation of protein, is referred to as
gene expression. Only a subset of the full set of genes is expressed in a given
tissue at a given time. In fact, this differential pattern of gene expression is
ultimately what distinguishes lung tissue from skin, liver, and muscle tissue.

Even within a given tissue type, different genes are expressed at dif-
ferent times. For example, there is a very tightly controlled sequence of
gene expression during the course of embryonic development. Tissues also
respond to metabolic and other challenges. The pattern of gene expres-
sion changes in the liver in response to the consumption of a large meal.
Similarly, muscle gene expression changes in response to vigorous exer-
cise or injury. Drugs can also affect gene expression. Researchers can use
microarrays and other methods to measure these changes in gene expres-
sion, and from them learn about how cells respond to disease or to other
challenges.

Hybridization
Microarrays measure gene expression by taking advantage of the process of
hybridization (molecular). DNA is made up of four bases: guanine, ade-
nine, cytosine, and thymine, which are abbreviated G, A, C, and T, respec-
tively. G and C can bind to one another, forming a base pair, as can A and
T, but no other combinations of bases can form base pairs. G and C are
said to be “complementary” bases, as are A and T.

The bases on each of the two strands of DNA that make up a chromo-
some are complementary to the bases on the opposite strand. Long pieces
of DNA will not bind to each other (or “hybridize”) unless they are com-
plementary. Hybridization allows researchers to test whether two pieces of
DNA are complementary. If they bind to one another (hybridize) then they
are opposite strands of a single gene. If they do not bind to one another,
then they are unrelated.

Hybridization can be used to measure the levels of hundreds of dif-
ferent mRNAs within a given tissue, thereby providing a picture of gene
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expression within that tissue. RNA is isolated from the tissue of interest
and allowed to hybridize to a solid support to which many different DNA
pieces, from many different genes, have been attached. Because the RNA
is labeled with a fluorescent tag, the amount bound to a given spot can be
measured. The fluorescent intensity of each spot is a measure of the level
of that mRNA that was expressed in the original tissue. In this way, the
levels of expression of up to 12,000 different genes can be measured with
a single microarray.

There are two basic types of microarrays. One type is created by a com-
pany called Affymetrix. Affymetrix manufactures silicon and glass chips that
resemble semiconductor chips and that are manufactured using the same
photolithographic techniques. These chips have sets of very short (20 base-
pair) stretches of DNA representing each gene. A second type of microar-
ray is commonly called a printed array and is made by spotting small amounts
of DNA on glass slides. These arrays frequently have smaller numbers of
genes on each slide, but researchers can easily modify them for specific
experiments.
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Microarray Analysis
Microarrays produce enormous amounts of data, and the analysis of that
data can be quite complex. The sheer volume of data requires special soft-
ware and a database in which to store both the measurements and the results
of the analyses. The exact form that the analysis takes depends on the nature
of the experiment being performed. If just two samples are being directly
compared (for example, gene expression in mouse heart tissue is compared
with and without the administration of a drug), relatively straightforward
statistical tests can be performed. If larger numbers of samples are being
measured, the same tests can be performed between two samples at a time,
but more sophisticated, “clustering” analyses can be performed as well.

Clustering analysis identifies groups of genes that react the same way
across several different samples. For example, researchers might analyze gene
expression in heart tissue from a set of mouse embryos that range in age
from five to fifteen days. A clustering analysis would be able to detect a
group of genes whose expression levels all increase slowly from days five to
nine, peak at day ten and then fall to zero by day twelve. Only genes that
have this precise pattern of expression would cluster together, in this type
of analysis.

The Role of Bioinformatics
One of the tremendous difficulties in performing any kind of expression
analysis is the manipulation of very large amounts of biological data, a field
of study called bioinformatics. The usefulness of gene expression data
depends on how much information is available for each identified gene. In
other words, the identities of the genes associated with each spot on a
microarray must be accessible as the analysis is done.

Descriptions and classifications of each gene on the array must be read-
ily available, as no researcher can remember such details about the tens of
thousands of genes that may be involved in the analysis. An analysis might
be done many times, with slight changes in the parameters of the cluster-
ing algorithm each time. The genes that cluster together are examined at
the end of each analysis, to look for reproducible patterns. This analysis
must be done with the full understanding of the biology of the system being
studied. Clusters of genes are most informative if they group in a biologi-
cally reasonable way. For this reason, microarray expression analysis is fre-
quently exploratory. The results of the analysis are used to suggest
additional, corroborative experiments.

Another bioinformatics challenge in gene expression studies is collect-
ing information about the samples under analysis and storing the informa-
tion in databases. If gene expression patterns of one hundred different tumor
samples are being examined, it may be necessary to restrict the analysis to
subgroups of the tumors in order to observe patterns in the data. This sub-
grouping or stratification of the samples is best performed on the basis of
independently determined properties of those samples. For example, sam-
ples from only metastatic cancer cells could be grouped together for analy-
sis and compared with those from nonmetastatic cancer cells, or the age of
the patient at the onset of disease could be used to segregate the samples
into different groups. Such subgroup analysis can only be done if complete
information is collected and stored for all samples.
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Applications of Microarray Analysis
Microarrays are new enough that their applications are still being devel-
oped. Microarray expression analysis can be used to help study complex,
multigenic diseases such as Parkinson’s disease (PD). The great challenge
in understanding the genetics of such disorders is identifying susceptibility
genes, which are genes that increase a person’s risk of developing the dis-
ease. Frequently, the first step in discovering a susceptibility gene is link-
age analysis. This technique can identify regions of a chromosome that
harbor such a gene, but the regions that are identified are frequently very
large, containing hundreds of genes. Screening through all of these genes
individually is tremendously slow and labor-intensive. Expression analysis
using microarrays can help prioritize these genes for further analysis by pro-
viding independent lines of evidence that specific genes are involved in the
disease process.

Brain tissue can be collected through anatomical donations from patients
with Parkinson’s disease and from unaffected individuals, for example.
Regions of the brain that are especially affected in Parkinson’s patients can
be compared to the same regions from unaffected individuals. Genes whose
levels of expression vary can be identified. Hundreds or thousands of genes
may be identified in this way, but they can then be compared to those that
are found, through linkage analysis, to be linked to Parkinson’s disease.
There may be only tens of genes common to both groups. These genes can
be prioritized for detailed examination through other methods. The key here
is that expression analysis and linkage analysis provide independent evidence
of a given gene’s involvement in a disease process. It is the synthesis of infor-
mation from these two independent lines of evidence that makes this
approach powerful.

Another very powerful application of microarray expression data is called
classification analysis. This technique uses gene expression data to separate
tissue samples into two or more groups. For example, one type of tumor
may respond very well to an aggressive program of chemotherapy treatment,
while another type may respond better to surgical removal followed by radi-
ation therapy. Further, these two types of tumors may be difficult or impos-
sible to tell apart under a microscope. Choosing the correct method of
treatment and applying that treatment early in the course of disease could
significantly improve a patient’s chances of survival.

In such a case, expression analysis can be used to give a detailed picture
of the genes that are expressed in the two types of tumor. A training set (a
small set of samples in each category) can be used to find specific patterns
of gene expression that are characteristic for each type of tumor. New tumors
can then be analyzed, and their expression profiles can be used to predict
the group to which they belong. These approaches are used with great suc-
cess to refine the clinical management of cancer patients. A 2001 study by
S. Dhanasekaran, “Delineation of Prognostic Biomarkers in Prostate Can-
cer,” offers an example of this kind of work. Additional applications of
microarrays are still being developed.

SAGE Analysis
Gene expression analysis can also be done using a powerful technique called
serial analysis of gene expression (SAGE). Like microarrays, SAGE starts
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by isolating RNA from the tissue of interest. This RNA is then processed
through a long series of steps resulting in the isolation of a set of very short
sequences, called tags, from each transcript in the cell. These tags are con-
verted into corresponding segments of DNA. These pieces of DNA, which
are 14 base pairs long, are then linked together into long chains, and their
sequence of bases is determined. Tens of thousands of these SAGE tags are
sequenced from each tissue that is being studied. The tags corresponding
to a given gene from one tissue are counted and compared to those from
the same gene in another tissue.

For example, a colon cancer tumor sample might generate 50,000 SAGE
tags, thirty-three of which correspond to a specific gene. A second library
made from normal colon cells might have fifty thousand tags, eleven of which
correspond to the same gene. This would indicate that the gene is expressed
at a level that is three times as great in tumor cells than it is in normal cells.

SAGE data is significantly more difficult and expensive to produce than
microarray data, but it offers the advantage of providing very precise and
quantitative measurements of expression levels. SAGE has the further advan-
tage that it can detect genes that have not been previously characterized.
Such unknown genes cannot be detected by microarrays, because researchers
must first know their sequence before they can place them on the array.
SAGE therefore can be used as a gene discovery tool.

SAGE has been used most extensively in cancer research. Investigators
in the Cancer Genome and Anatomy Project have created more than one
hundred SAGE libraries from normal and cancerous tissue. Analysis of these
libraries has revealed a great deal about the way that gene expression changes
in cancerous tissue, which in turn has provided insight into new diagnostic
and treatment options.

SAGE has also been used as a tool to help calculate the total number
of genes in the human body, as well as to describe the ways in which genes
are regulated and processed at different times. Microarrays and SAGE analy-
sis are only two of the many ways that scientists have examined gene expres-
sion. As these techniques become more refined, and as new techniques are
developed, they will provide a powerful tool to investigate how the incred-
ible diversity and complexity of our tissues can arise, even though every cell
in our bodies contains exactly the same set of genes. SEE ALSO Bioinfor-
matics; Cancer; Complex Traits; Gene Discovery; IN SITU Hybridiza-
tion; Linkage and Recombination; Mapping.

Michael A. Hauser
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DNA Polymerases
DNA polymerases are proteins that synthesize new DNA strands using pre-
existing DNA strands as templates. Before one cell divides to produce two
cells, the DNA containing the genetic information in it must be duplicated
for the new cell, in a process known as polymerization. In human cells,
duplicating the DNA genome requires the polymerization of 2.91 billion
nucleotides, the building blocks of DNA. In the bacterium Escherichia coli,
the polymerization of 4.64 million nucleotides is necessary to duplicate the
genome for the new cell. In all cells, the DNA polymerases are the protein
catalysts that link together the nucleotide building blocks of the new DNA
polymer in an accurate and timely process that occurs during replication.

The DNA polymerases are also required to repair the DNA of the
genome. The genome’s DNA can be damaged by highly reactive molecules
that are either produced in the cell during normal metabolic processes or
brought into the cell from external sources. The damage, if not repaired,
could result in the production of mutations in the genome or possibly cell
death. Several DNA repair processes occurring in the cell have been iden-
tified that preserve the integrity of the genome by removing the damaged
nucleotides and resynthesizing DNA by the DNA polymerases.

The DNA Polymerase Mechanism
All DNA polymerases share a common mechanism for DNA chain synthe-
sis. The polymerization of DNA occurs by the linkage of one nucleotide at
a time to the end of a preexisting DNA chain. The sequence fluctuations of
the nucleotides on the DNA template upon which the DNA polymerase is
moving determines which nucleotide is added onto the end of the growing
DNA chain. If a thymine (T) nucleotide is positioned in the DNA template,
for example, then an adenine (A) is polymerized onto the DNA chain oppo-
site the thymine in the DNA template. If a guanine (G) nucleotide is posi-
tioned in the template, a cytosine (C) is linked to the growing DNA chain
opposite the guanine. This polymerization process results in the synthesis
of a DNA chain that is complementary, rather than identical, to the tem-
plate strand of DNA, and is sequenced according to the proper Watson-
Crick nucleotide base pairing rules. During replication, both strands of the
duplex DNA molecule serve as templates. The DNA strands are separated,
and each of the DNA strands is copied by the DNA polymerases. This
process results in two identical copies of the original duplex DNA molecule
being produced for the two cells.
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The DNA polymerase uses the nucleoside triphosphate form of the
deoxynucleotides to build the DNA polymer. The monophosphate form
of the deoxynucleotide is incorporated into the growing DNA chain, and a
pyrophosphate molecule, a kind of salt, is released. The DNA polymerase
can add nucleotides only to the 3�-OH end of the growing DNA chain (see



above diagram). Therefore, DNA polymerization occurs in only one direc-
tion. Some DNA polymerases are highly processive, polymerizing many
nucleotides to the 3� end of the DNA chain before falling off the DNA tem-
plate. Other DNA polymerases are distributive in nature, incorporating just
one nucleotide and then falling off the DNA template.

Occasionally, the DNA polymerase will incorrectly polymerize a
nucleotide onto the growing DNA chain. Removal of this misinserted
nucleotide must be performed by a “proofreading” exonuclease, which is
a substance that removes nucleotides from the 3� end of the DNA mole-
cule. The combined actions of DNA polymerases and proofreading exonu-
cleases improve the accuracy of DNA synthesis and thus minimize
introduction of errors into the genome.

The Variety of DNA Polymerases
Like all proteins, the DNA polymerases are encoded in genes. The genes
that encode the human DNA polymerases are contained in the genomic
DNA at various positions on several different chromosomes. In February
2001 the first “working draft” sequence of the human genome was pub-
lished. Analysis of this sequence shows us that there are perhaps as many as
fifteen different DNA polymerase genes in the human genome. Each of
these genes encodes a different DNA polymerase protein. However, bio-
chemists have not yet isolated all of these enzymes. A similar analysis of the
Escherichia coli genome shows us that there are five different DNA poly-
merase genes present in this bacterium. The multitude of DNA polymerases
in human and bacterial cells indicates a specialized role for the different
enzymes in various aspects of DNA replication and repair, many of which
have yet to be identified.

The human DNA polymerase � is encoded in the POLA (polymerase
alpha) gene located on the human X chromosome. The DNA polymerases
 and � are encoded in the POLD1 (polymerase delta 1) and POLE1
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(polymerase epsilon 1) genes, which are located on chromosomes 19 and
12, respectively. These three DNA polymerases are most frequently asso-
ciated with replication of the human genome. The DNA polymerase � is
encoded by the POLB (polymerase beta) gene on chromosome 8 and is
involved in DNA repair.

The DNA polymerase � is encoded by the POLG (polymerase gamma)
gene on chromosome 15 and replicates the DNA of the mitochondria. In
Escherichia coli the DNA polymerase I is the most active. This enzyme func-
tions in the bacterial cell to repair DNA, while the DNA polymerase III is
responsible for replicating the genome. There are several additional DNA
polymerases in human and in bacterial cells of which the precise function is
not known. Some of these enzymes might be necessary to replicate genomic
DNA that has been damaged. The ability to replicate damaged DNA could
lead to mutations introduced into the genome but would preserve the life
of the cell.

The amino acid sequences of the DNA polymerase proteins can be
deduced from the genetic code contained in the DNA polymerase genes.
Based on the amino acid sequences of the DNA polymerases, these proteins
have been classified into several families. Analysis of these sequences reveals
a relatively diverse collection of proteins with some very important similar-
ities in specific amino acid regions along the length of the protein.

The similarities in amino acid sequences in certain parts of the DNA
polymerase proteins tell us that these regions of the protein have been con-
served throughout evolution. These specific amino acids are those that are
important in the catalytic function of DNA polymerization by these pro-
teins. Some of the similar amino acids are necessary for binding metal atoms
that are needed by the DNA polymerase to carry out the polymerization
reaction. Other amino acid sequences allow the DNA polymerase to hold
on to the DNA and the four different deoxynucleoside triphosphates as the
enzyme polymerizes the new DNA chain. Some DNA polymerases have the
necessary amino acid sequences to generate a 3� proofreading exonuclease
domain (region), allowing the DNA polymerase to remove mistakes, or
proofread, as it builds the DNA polymer.
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The DNA polymerases range in size from just over three hundred amino
acids in length to more than two thousand amino acids in length. Three-
dimensional studies of these enzymes have shown that the DNA polymerases
have a common protein fold that resembles the shape of a “right hand” (see
diagram). The “thumb,” “fingers,” and “palm” form a pocket along which
the DNA can move. The DNA molecule interacts with specific amino acids



located in the “palm” region of the DNA polymerase, and the “thumb”
clamps down on the DNA to hold it as the DNA chain-elongation reaction
proceeds. The amino acids that are common in many of the DNA poly-
merases are found in the regions where the enzyme contacts the DNA mol-
ecule. SEE ALSO DNA Repair; ESCHERICHIA COLI (E. COLI bacterium); Human
Genome Project; Nucleases; Nucleotide; Mutation; Replication; X
Chromosome.

Fred W. Perrino
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DNA Profiling
DNA profiling is a molecular testing method used to uniquely identify peo-
ple and other organisms. In many ways, it is similar to blood typing and fin-
gerprinting, and it is sometimes called “DNA fingerprinting.” Because every
organism’s DNA is unique, DNA can be examined to identify people who
might be related to each other, to compare suspected criminals to DNA left
at the scene of a crime, or even to identify certain strains of disease-caus-
ing bacteria.

Blood Typing and the ABO Groupings
Before the development of the molecular biology tools that make DNA test-
ing possible, investigators identified people through blood typing. This
method hails from 1900, when Karl Landsteiner first discovered that peo-
ple inherited different blood types. Several decades later, researchers deter-
mined that the basis for those blood types was a set of proteins on the surface
of red blood cells.

The main proteins on the surface of red blood cells used in blood typ-
ing come in two varieties: A and B. Every person inherits from their par-
ents either the genes for the A protein, the B protein, both, or neither.
Someone who inherits the A gene from one parent and neither gene from
the other parent has blood type A. If a person inherits both genes, they
are AB. A person who inherits neither is type O. Another protein group
found on red blood cells is referred to collectively as the Rh factor. Peo-
ple either have the Rh factor or they do not, regardless of which of the A
and B genes they inherited. To type a person’s blood, antibodies against
these various proteins (A, B, and Rh) are mixed with a blood sample. If
the proteins are present, the blood cells will stick together and the sam-
ple will get cloudy.
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Blood typing can be used to exclude the possibility that a blood sample
came from a particular person, if the person’s type does not match that of
the sample. However, it cannot be used to claim that any particular person
is the source of the sample, because there are so few blood types, and they
are shared by so many people. About 45 percent of people in the United
States are type O, and another 40 percent are type A. If four people were
physically present at the scene of a murder, and the candlestick found nearby
had type O blood spilled on it, chances are good that two of those individ-
uals could be found guilty of the crime, based solely on the blood typing
evidence. Most court cases, however, rely on more evidence than just blood
or DNA typing, such as whose fingerprints are also found on the candle-
stick (see Statistics and the Prosecutor’s Fallacy, below).

DNA Polymorphism Offers High Resolution
DNA is the molecule that contains all the genetic information of an indi-
vidual. One person’s DNA is made up of about three billion building blocks
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A robot used in DNA
profiling adds solution
and stirs DNA samples
from tissues taken from
September 11, 2001,
New York terrorism
victims. The tissue is
being identified by
matching DNA samples,
which is the essence of
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known as nucleotides or bases. Every organism in the world has a unique
DNA sequence except for identical twins. Although identical twins accrue
changes as they develop, they generally do not accumulate enough genetic
differences for DNA typing to be useful. Portions of the DNA, called genes,
encode proteins within the sequence of bases. Genes are separated by long
stretches of noncoding DNA. Because these sequences do not have to code
for functional proteins, they are free to accumulate more differences over
time, and thus provide more variation than genes. Thus, they are more use-
ful than gene sequences in distinguishing individuals.

Polymorphisms are differences between individuals that occur in DNA
sequences which occupy the same locus in the chromosome. An individual
will have only one sequence at a particular polymorphic locus in each chro-
mosome, but if the population bears several to dozens of different possible
sequences at the site in question, then the locus is considered “highly vari-
able” within the population. DNA profiling determines which polymor-
phisms a person has at a small number of these highly variable loci. Because
of this, DNA profiling can provide high resolution in distinguishing differ-
ent individuals. The chances of one person having the same DNA profile as
another are typically much less than the chances of winning a lottery.

STR Analysis
The technology of DNA profiling has advanced from its beginnings in the
1980s. Today, DNA profiling primarily examines “short tandem repeats,”
or STRs. STRs are repetitive DNA elements between two and six bases long
that are repeated in tandem, like GATAGATAGATAGATA. These repeat
sequences often exist in a chromosomal region called heterochromatin, a
largely unused portion of DNA found in each chromosome.

Different STR sequences (also called genetic markers) occur at differ-
ent loci. While their positions are fixed, the number of repeated units varies
within the population, from four to forty depending on the STR. There-
fore, one genetic marker may have between four and forty different varia-
tions, and each variation is referred to as an allele of that marker. Each
person has at most two alleles of each marker, one inherited from each par-
ent. The two alleles for a particular marker may be identical, if both par-
ents had the same form.

The United States Federal Bureau of Investigation has designated thir-
teen of these sequences to use with STR analysis. These thirteen markers
are all four-base repeats, and were chosen because multiple alleles of each
exist throughout the population. The FBI system, called CODIS (Combined
DNA Indexing System), has become the standard DNA profiling system in
use today.

STR analysis begins with sample collection. Because of the often small
samples involved and the legal weight that will be given to them, it is vital
that the sample not be contaminated by other DNA. This may occur for
instance if skin cells from the person collecting the sample are mixed with
skin cells under the fingernails of a victim. Once the sample is collected, it
must be kept secure at all times, to prevent any possibility of tampering.

In the laboratory, the DNA is isolated and purified, and then multi-
ple copies of it are made using the polymerase chain reaction (PCR). 



Technicians can specify which DNA sequences to multiply, so that only
the thirteen core STR sequences will be amplified (multiple copies pro-
duced), leaving the rest of the billions of irrelevant bases alone.

In order to specify which DNA to amplify, “primers” are used. The
primers are DNA sequences that recognize a nonrepeated sequence in the
genetic markers, and which are used by the DNA polymerase that does the
actual copying. After the DNA has been copied, the new DNA molecules
are separated by size, by gel electrophoresis. A fluorescent molecule previ-
ously attached to each primer will send a light signal to the machine that
measures the length of the molecule, or allele.

VNTR Analysis
An early form of DNA profiling, rarely used today, is based on VNTRs, or
“variable number of tandem repeats.” VNTRs requires extensive sample
processing: The DNA is chopped up with restriction enzymes, separated by
size, and probes are applied to the fragmented DNA to view only the rele-
vant DNA pieces. In the DNA of two different individuals, different spac-
ing between two cut sites for the restriction enzymes gives a unique pattern
of DNA size fragments, called “restriction fragment length polymorphisms,”
or RFLPs.

Making a Match
To understand how DNA profiling is used to identify a person, imagine a
sample of blood collected at a crime scene that doesn’t match the victim’s
blood, and is presumably from the unknown perpetrator. DNA from the
blood is isolated and its set of STRs are analyzed. The results will be a list
of the alleles found at each of the markers (for example, VWA–12, 13;
TH01–6, 7, and so on), where the initial symbol is the abbreviation for the
markers and the last two are the numbers of the alleles found in the sam-
ple for that marker. The full set of thirteen markers may or may not be ana-
lyzed in each case. When a suspect is identified, his or her DNA can be
analyzed for these same markers. If the set of alleles are different, the inves-
tigators can be sure that the two DNAs came from different sources, and
the suspect is not the source of the blood. Since the introduction of DNA
profiling, an absence of matching DNA has been used to free dozens of
wrongly convicted prisoners.

If the samples do match, the question becomes whether the blood is
actually from the suspect, or from someone else with the same set of alle-
les. As with blood typing, this is a matter of statistics, and depends on how
frequently each allele occurs in the population. This information has been
tabulated and is kept on file in the FBI CODIS database. If two samples
share a very rare allele, that increases the likelihood they came from the
same source.

Matching multiple alleles increases the certainty they came from the
same source. Since the thirteen STRs are inherited independently of each
other, the likelihood that one person’s DNA will include specific alleles of
all thirteen STR sites is the product of the individual allele frequencies.
For example, if each allele a person carries occurs in 25 percent of the pop-
ulation, then the probability that all thirteen alleles will occur in one 
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13 CORE CODIS STR LOCI WITH CHROMOSOMAL POSITIONS

TPOX

D3S1358

FGA

TH01

VWA

D21S11

AMEL

AMEL

D13S317

D16S539 D18S51

D5S818

CSF1PO

D7S820

D8S1179

1 2 3 4 5 6 7 8

9 10 11 12 13 14 15 16 17 18

19 20 21 22 X Y

Locations of the FBI’s 13 core loci used for DNA profiling. The loci were chosen to span the genome, and to have maximum
variability among humans. Adapted from <http://www.cstl.nist.gov/biotech/strbase/images/codis.jpg>.



individual is (0.25 � 0.25 � 0.25 � 0.25 � 0.25 � 0.25 � 0.25 � 0.25 �
0.25 � 0.25 � 0.25 � 0.25 � 0.25) or 1 in more than 67 million. This
analysis can discriminate between millions of people, far better than is pos-
sible using the four blood groups. Since many alleles are even rarer than
25 percent, their presence in both samples further increases the probabil-
ity that they came from the same source.

Statistics and the Prosecutor’s Fallacy
Despite the persuasiveness of such figures, it is quite possible to misuse DNA
evidence to incorrectly argue that an innocent suspect must be the perpe-
trator of the crime, or that a guilty suspect should go free. Both defense and
prosecution attorneys can—accidentially or otherwise—misinterpret data to
make a highly likely event seem improbable, or a highly unlikely event seem
probable. Jurors can be confused because DNA testing reveals the proba-
bility that an innocent person’s DNA profile matches the sample at the scene
of the crime. Jurors must decide, however, what the probability is that a
person is innocent, if his DNA matches that sample. The prosecutor’s fal-
lacy occurs when investigators focus on the existence of the match, rather
than the possibility that the match could be a coincidence.

Let’s assume the DNA profile found at the crime scene—and the match-
ing DNA of the suspect—is expected to occur once in every million peo-
ple. The correct statement of probability arising from these facts is, “If the
suspect is innocent, there is a one-in-one-million chance of obtaining this
DNA match.” The fallacy is to reverse these clauses, and state, “If the DNA
matches, there is a one in one million chance that the suspect is innocent.”
To understand the logical fallacy, imagine the statement, “If it’s Tuesday,
it must be a school day.” The reverse is not true—there are other school
days besides Tuesday.

Similarly, there are other ways of misusing statistics in DNA profiling.
Let’s assume the suspect in the above case is actually guilty. If the suspect
hails from a city with a population of ten million, there are ten people in
the city whose DNA matches the DNA at the crime scene. Therefore, his
defense lawyers could argue there is a 90 percent chance that the suspect is
innocent, because he is 1 out of 10 individuals with that same DNA profile.
If the defense can convince the jury to ignore other incriminating evidence,
such as the suspect’s bloody glove left behind at the scene, then the attor-
ney may introduce reasonable doubt. Only by considering DNA typing
within the context of other evidence can the probability of a DNA match
improve the integrity of the justice system.

DNA Profiling Comes of Age
Although DNA profiling was viewed with some skepticism when it first made
its way into the courts, DNA typing is now used routinely, in and out of
the courthouse. It is commonly used in rape and murder cases, where the
assailant generally leaves behind some personal evidence such as hair, blood,
or semen. In paternity tests, the child’s DNA profile will be a combination
of the profiles of both parents. DNA profiling has also been used to iden-
tify victims in disasters where large numbers of people died at once, such as
in airplane crashes, large fires, or military conflicts.
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DNA testing can also used in organisms other than humans. For
instance, it has been used to type cattle in a cattle-stealing case. It can also
be used to identify pathogenic strains of bacteria to track the outbreak of
disease epidemics. SEE ALSO Biotechnology and Genetic Engineering,
History; Gel Electrophoresis; Polymerase Chain Reaction; Polymor-
phisms; Repetitive DNA Elements.

Mary Beckman
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DNA Repair
When it was discovered that DNA is the macromolecular carrier of essen-
tially all genetic information, it was assumed that DNA is extremely sta-
ble. Consequently, it came as something of a surprise to learn that DNA
is actually unstable and subject to continual damage. When DNA damage
is severe, the cell is unable to replicate and may die. Repair of DNA must
be regarded as essential for the preservation and transmission of genetic
information in all life forms. In this article, we will discuss various types
of DNA damage and the DNA repair systems that have evolved to cor-
rect that damage.

Sources of Damage
DNA is subject to spontaneous instability and decay. In addition to spon-
taneous damage, cellular DNA is under constant attack from reactive chem-
icals that the cell itself generates as by-products of metabolism. Moreover,
the integrity of cellular DNA is assaulted by such environmental threats as
X rays, ultraviolet radiation from the sun, and many chemical agents, some
of which are products of our industrialized society.

Since mutations can be introduced into DNA as a consequence of DNA
damage, there is currently great interest and concern about the expanding
list of chemicals released into the environment. In humans, damage to DNA
has been implicated in many cancers as well as in certain aspects of aging.
Genetic diseases such as cystic fibrosis and sickle cell disease can be caused
by a single DNA mutation in one gene.

macromolecular large
molecule, composed of
many similar parts

metabolism chemical
reactions within a cell
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Types of DNA Damage
Damage to DNA can result from several different types of processes.
Hydrolysis, deamination, alkylation, and oxidation are all capable of caus-
ing a modification in one or more bases in a DNA sequence.

Hydrolysis. DNA consists of long strands of sugar molecules called deoxyri-
bose that are linked together by phosphate groups. Each sugar molecule car-
ries one of the four natural DNA bases: adenine, guanine, cytosine, or
thymine (A, G, C, or T). The chemical bond between a DNA base and its
respective deoxyribose, although relatively stable, is nonetheless subject to
chance cleavage by a water molecule in a process known as spontaneous
hydrolysis. Loss of the “purine” bases (guanine and adenine) is referred to
as depurination, whereas loss of the “pyrimidine” bases (cytosine and
thymine) is called depyrimidination. In mammalian cells, it is estimated that
depurination occurs at the rate of about 10,000 purine bases lost per cell
generation. The rate of depyrimidination is considerably slower, resulting
in the loss of about 500 pyrimidine bases per cell generation.

The baseless sugars that result from these processes are commonly
referred to as AP-sites (apurinic/apyrimidinic). They are potentially lethal
to the cell, as they act to block the progress of DNA replication, but are
efficiently repaired in a series of enzyme-catalyzed reactions collectively
referred to as the base excision repair (BER) pathway. In fact, AP-sites are
intentionally created during the course of BER.

Deamination. The bases that make up DNA are also vulnerable to modi-
fication of their chemical structure. One form of modification, called spon-
taneous deamination, is the loss of an amino group (–NH2). For example,
cytosine (C), which is paired with guanine (G) in normal, double-stranded
DNA, has an amino group attached to the fourth carbon (C4) of the base.
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Figure 1. Four types of
mutation: (A) complete
loss of a base. (B) Loss
of an amino group,
converting a cytosine to a
thymine. (C) Addition of a
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When that amino group is lost, either through spontaneous, chemical, or
enzymatic hydrolysis, a uracil (U) base is formed, and a normal C–G DNA
base pair is changed to a premutagenic U–G base pair (uracil is not a nor-
mal part of DNA).

The U–G base pair is called premutagenic because if it is not repaired
before DNA replication, a mutation will result. During DNA replication,
the DNA strands separate, and each strand is copied by a DNA polymerase
protein complex. On one strand, the uracil (U) will pair with a new adenine
(A), while on the other strand the guanine (G) will pair with a new cytosine
(C). Thus, one DNA double-strand contains a normal C–G base pair, but
the other double-strand has a mutant U–A base pair. This process is called
mutation fixation, and the mutation of the G to an A is said to be fixed
(meaning “fixed in place,” not “repaired”). In other words, the cell now
accepts the new mutant base pair as normal. It is estimated that approxi-
mately 400 cytosine deamination events per genome occur every day.
Clearly, it is very important for the cell to repair DNA damage before DNA
replication commences, in order to avoid mutation fixation. One cause of



normal human aging is the gradual accumulation over time of mutations in
our cellular DNA.

Alkylation. Another type of base modification is alkylation (Figure 2C).
Alkylation occurs when a reactive mutagen transfers an alkyl group (typi-
cally a small hydrocarbon side chain such as a methyl or ethyl group, denoted
as –CH3 and –C2H5, respectively) to a DNA base. The nitrogen atoms of
the purine bases (N3 of adenine and N7 of guanine) and the oxygen atom of
guanine (O6) are particularly susceptible to alkylation in the form of methy-
lation. Methylation of DNA bases can occur through the action of exoge-
nous (environmental) and endogenous (intracellular) agents. For example,
exogenous chemicals such as dimethylsulfate, used in many industrial
processes and formed during the combustion of sulfur-containing fossil and
N-methyl-N-nitrosoamine, a component of tobacco smoke, are powerful
alkylating agents. These chemicals are known to greatly elevate mutation
rates in cultured cells and cause cancer in rodents.

Inside every cell is a small molecule known as S-adenosylmethionine or
“SAM.” SAM, which is required for normal cellular metabolism, is an
endogenous methyl donor. The function of SAM is to provide an activated
methyl group for virtually every normal biological methylation reaction.
SAM helps to make important molecules such as adrenaline, a hormone
secreted in times of stress; creatine, which provides energy for muscle con-
traction; and phosphatidylcholine, an important component of cell mem-
branes. However, SAM can also methylate inappropriate targets, such as
adenine and guanine. Such endogenous DNA-alkylation damage must be
continually repaired; otherwise, mutation fixation can occur.

Oxidation. Oxidative damage to DNA bases occurs when an oxygen atom
binds to a carbon atom in the DNA base (Figure 2D). High-energy radia-
tion, like X rays and gamma radiation, causes exogenous oxidative DNA base
damage by interacting with water molecules to create highly reactive oxy-
gen species, which then attack DNA bases at susceptible carbon atoms.
Oxidative base damage is also endogenously produced by reactive oxygen
species released during normal respiration in mitochondria, the cell’s
“energy factories.”

Humans enjoy a long life span; thus, it would seem that healthy, DNA
repair-proficient cells could correct most of the naturally occurring endoge-
nous DNA damage. Unfortunately, when levels of endogenous DNA dam-
age are high, which might occur as the result of an inactivating mutation in
a DNA repair gene, or when we are exposed to harmful exogenous agents
like radiation or dangerous chemicals, the cell’s DNA repair systems become
overwhelmed. Lack of DNA repair results in a high mutation rate, which
in turn may lead to cell death, cancer, and other diseases. Also, if the level
of DNA repair activity declines with age, then the mutational burden of the
cell will increase as we grow older.

Base Excision Repair
DNA bases that have been modified by the addition or loss of a small chem-
ical group as described above are repaired by the BER pathway (Figure 3).
The BER pathway begins with the excision of a damaged base by an enzyme
called DNA glycosylase (Figure 3, step 1). DNA glycosylases bind to chem-
ically altered (damaged) bases and catalyze the cleavage (hydrolysis) of the
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Figure 3. Schematic
diagram of the base
excision repair pathway.
The damaged base (in
this case, guanine) is
removed by a glycosylase
enzyme. This creates an
AP-site, which is
recognized and cleaved by
AP-endonuclease. DNA
polymerase fills in the
gap. DNA ligase links the
broken strand together
again.
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bond linking the modified base to its sugar, which results in the release of
the modified base from the DNA chain and in the insertion of an AP-site.
Several types of DNA glycosylases exist, each one specifically excising a dif-
ferent type of damaged base. It is important that a DNA glycosylase act only
on damaged and not natural DNA bases, otherwise too many baseless sug-
ars would be produced, weakening the integrity of the DNA chain.

Excision of the damaged base by a DNA glycosylase creates an AP-site,
which in turn is acted upon by the second enzyme in the BER pathway,
apurinic/apyrimidinic (AP) endonuclease (Figure 3, step 2). The most abun-
dant AP-endonuclease in human cells cleaves (incises) the sugar-phosphate
backbone on the left side of the baseless sugar to yield a one-nucleotide gap.
On the left margin of the incision is a normal nucleotide (DNA base � sugar
� phosphate); however, the right margin of the gap contains the baseless
sugar-phosphate residue.

In order to fill the gap (replace the missing nucleotide), an enzyme spe-
cialized in synthesizing DNA, a DNA polymerase, will insert the correct
nucleotide into the gap and link it to the normal nucleotide on the left mar-
gin by recognizing which base is opposite the gap on the complementary
DNA strand. Figure 3, step 3 shows that the DNA polymerase recognizes
that a G nucleotide is needed since the complementary base is a C. Note
that an entire nucleotide is added here, not just a base. Before DNA poly-
merase is finished with the repair of the one-nucleotide gap, it removes the
baseless sugar phosphate left behind by AP-endonuclease.

At this point, repair of the gap is almost, but not quite, finished, since
there is a “nick” in the top DNA strand at the right margin of the former
gap. Thus, the final step in the BER pathway is to ligate the DNA strands
on both sides of the nick (Figure 3, step 4). If we examine the sugar phos-
phate DNA chain shown in Figure 2, we can see that the sugars that carry
the DNA bases are linked together by phosphate groups. This type of link-
age is referred to as a phosphodiester bond. The enzyme DNA ligase joins
the strands by creating a phosphodiester bond between them, sealing the
nick. In summary, the basic steps of the BER pathway are damage recogni-
tion and base excision, AP-site incision, DNA repair synthesis, and DNA
ligation.

Nucleotide Excision Repair
DNA damage that involves particularly “bulky” molecules or chemical bonds
between bases, or that significantly distorts the double-stranded structure
of DNA, is subject to repair by the nucleotide excision repair (NER) path-
way. For example, it has long been known that the ultraviolet (UV) light in
sunshine can damage DNA by forming what are called photoproducts. UV
radiation excites many types of molecules, causing them to react with each
other and with DNA. In particular, UV light can catalyze the formation of
chemical bonds between adjacent thymine and/or cytosine bases; these bonds
are called intra-strand UV crosslinks (Figure 4A). These crosslinked bases
distort the double-stranded structure of DNA and block DNA replication.

A second example of bulky DNA damage is that caused by large, organic
molecules like aflatoxin, found in mold-contaminated peanuts, and
benzo[a]pyrene (Figure 4B), a main component of smoke and soot. Both

phosphodiester bond
the link between two
nucleotides in DNA or
RNA

ligate join together



aflatoxin and benzo[a]pyrene are potent carcinogens. Ingestion or inhala-
tion of these and similar compounds activates the body’s detoxification sys-
tems, which convert the hydrophobic organic molecules into water-soluble
forms for removal. However, the intermediate forms of aflatoxin and
benzo[a]pyrene produced during the detoxification reaction happen to be
very reactive with DNA purines, and form DNA base adducts (they “add
on” to DNA). Specifically, such compounds tend to adduct guanine and, to
a lesser extent, adenine. These large DNA adducts can cause mutations, and,
since they block DNA replication, deletions of large segments of DNA can
occur. Also, they activate the cell’s damage surveillance systems, and, if not
repaired, can cause cell death (apoptosis).

The mechanism of NER, involving some thirty proteins, is more com-
plex than that of BER, but the basic principles are similar: damage recog-
nition, damage excision, DNA repair synthesis, and DNA ligation (Figure
5). Damage recognition is obviously very important (Figure 5, step 1),
but how can a single multiprotein complex detect so many different types
of DNA damage? The answer is that the DNA damage must (1) distort
the normal double-stranded structure of DNA, and/or (2) block tran-
scription by RNA polymerase. Unusual kinks or twists in double-stranded
DNA are recognized by the NER damage-recognition multiprotein com-
plex. Also, when RNA polymerase stalls at a damaged DNA base, com-
ponents of the NER damage-recognition complex are recruited to the site
of damage.
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Next, the double-stranded DNA adjacent to the damage is unwound by
a DNA unwinding enzyme called a helicase (Figure 5, step 2). Unwinding
of the DNA allows repair proteins access to the site of damage. The DNA
strand containing the damaged base is then cleaved a few nucleotides after
the damage, and about twenty-five nucleotides before it, by specific endonu-
cleases associated with the NER protein complex (Figure 5, step 3). Endonu-
cleases are enzymes that cleave inside a segment of DNA.

Next, the DNA segment that contains damage is displaced by DNA poly-
merase and associated proteins, and a corresponding repair patch is synthe-
sized (Figure 5, step 4). Lastly, DNA ligase seals the nick, joining the newly
synthesized piece of DNA to the preexisting strand (Figure 5, step 5).

DNA Mismatch Repair
The DNA mismatch repair (MMR) pathway has evolved to correct errors
made by DNA polymerase during DNA replication. Such errors fall into
two broad categories: base substitutions and insertions/deletions. A base
substitution error occurs when DNA polymerase inserts an incorrect (non-
complementary) nucleotide opposite the template base, like a T opposite
G instead of C, or A opposite C instead of G. These incorrect base pairs
are referred to as mispairs or mismatches. Often, DNA polymerase will
make a base substitution error when copying a base that has been damaged
by alkylation. For example, DNA polymerase will frequently insert a T
opposite O6-methylguanine on the other strand.

An insertion error occurs when DNA polymerase adds one or more extra
nucleotides (�1, �2, �3, and so on) to a sequence; a deletion error is made
when one or more nucleotides (�1, �2, �3, and so on) are omitted from
a sequence. Sequences that contain repeats of the same nucleotide (mononu-
cleotide repeat), such as AAAAAAAA, are particularly vulnerable to �1 or
�1 insertion/deletion errors when copied by DNA polymerase. Such
sequences might be called “slippery,” in that DNA polymerase can “slide”
on the DNA and lose its place. Other repetitive sequences, like the dinu-
cleotide repeat CACACACA and the trinucleotide repeat CTGCTGCTG,
are prone to �2 and �3, or �2 and �3 insertion/deletion errors, respec-
tively. These repetitive DNA sequences are called microsatellites.

Defects in DNA mismatch repair have been found in several types of
cancer, notably colon cancer, and microsatellite sequences that are either
shorter or longer than normal are a hallmark of defective MMR. Expansion
of trinucleotide repeat sequences is associated with a number of hereditary
neurological disorders, such as fragile X syndrome, myotonic dystrophy, and
Huntington’s disease.

The process of MMR, like the BER and NER pathways, comprises dam-
age recognition, damage excision, DNA repair synthesis, and DNA ligation.
First, a mismatch or insertion/deletion error must be recognized by a com-
plex of proteins specialized for the particular type of damage (mismatch, or
small or large insertion/deletion). Just how the mismatch recognition 
protein complex “knows” which DNA strand contains the “right” nucleotide
and/or which DNA strand contains the “wrong” one has not yet been deter-
mined.

Next, a phosphodiester bond in the DNA strand containing the mis-
matched nucleotide is cleaved by an endonuclease, the strand is displaced
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NUCLEOTIDE EXCISION REPAIR PATHWAY

1) Damage Recognition

2) Localized Unwinding
    (stabilized by proteins)

3) Nucleotide Excision

3) DNA Polymerase

4) DNA Ligase
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Figure 5. The nucleotide excision repair pathway is used to repair damage that distorts the double helix or prevents
replication. After recognition, helicase unwinds the two strands, which are stabilized by single-strand binding proteins.
Multiple nucleotides are removed from either side of the damage. DNA polymerase fills the gap, and ligase relinks the
strand.



by DNA helicase, and a portion of the strand is removed by a combination
of DNA exonuclease and DNA polymerase. Lastly, DNA polymerase car-
ries out DNA repair synthesis, and DNA ligase restores the continuity of
the sugar-phosphate-DNA backbone. The patch of DNA newly synthesized
by the MMR DNA polymerase is relatively large, approximately 1,000
nucleotides long, compared to the DNA repair synthesis that takes place
during BER, which typically replaces 1 nucleotide, or NER, which replaces
approximately 30 nucleotides. MMR is especially important in tissues that
are constantly regenerating, like the intestinal lining and the endometrium
(the lining of the uterus), since growth requires DNA replication, which
sometimes makes mistakes.

Future Directions
In addition to the three critical DNA repair pathways already discussed
(BER, NER, and MMR), there are two additional types of DNA repair: dou-
ble-strand break repair and recombinational repair. These are both complex
phenomena, and scientists’ understanding of them is still at an early stage.
Also, many questions about BER, NER, and MMR still await answers. For
example, since DNA damage that escapes repair leads to deleterious alter-
ations of our DNA, could we prevent mutation by increasing the levels of
DNA repair proteins? Could we live longer and healthier lives with more
or better DNA repair? How are DNA repair pathways regulated by the cell?
Is there such a thing as too much DNA repair? If repairs always took place
whenever DNA damage occurred, would there be no evolution? Exactly how
do the proteins and enzymes involved in DNA repair accomplish their jobs?
These and many other exciting lines of inquiry are in store for future inves-
tigators. SEE ALSO Apoptosis; Cancer; Carcinogens; DNA Polymerases;
Fragile X Syndrome; Mutagen; Mutation; Nucleases; Nucleotide;
RNA Polymerases; Triplet Repeat Disease.

Samuel E. Bennett and Dale Mosbaugh
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DNA Structure and Function, History
DNA was discovered in the nineteenth century, but its significance as the
physical basis of inheritance was not understood until midway through the
twentieth. The realization that it was the molecule of heredity led to inten-
sive efforts to determine its three-dimensional structure, and to understand
how it stores and transmits genetic information. The discovery of the struc-
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ture of DNA, and the elucidation of its function, ranks as one of the great-
est achievements of science.

Discovery of DNA
Deoxyribonucleic acid (DNA) was first discovered in 1869 by Johann Friedrich
Miescher (1844–1895), a young Swiss chemist studying in Tübingen, Ger-
many. Miescher’s interest in the biochemistry of the cell nucleus led him to
collect used surgical bandages, from which he collected pus (white blood cells),
which have very large nuclei. From these, he purified a new compound, which
he termed “nuclein.” Miescher showed that nuclein was a large molecule,
acidic, and rich in phosphorus. Miescher continued to work with nuclein over
the next two decades, turning for his source to salmon sperm, which have
exceptionally large nuclei and were plentiful in the rivers near his laboratory.
One of his students renamed the compound “nucleic acid.”

In 1885 the German biologist Oskar Hertwig (1849–1922) suggested
that nucleic acid might be the hereditary material, based on its presence in
the nucleus and the growing certainty that the nucleus was the center of
heredity. Despite this promising beginning, no further progress was made
in understanding its true role until the 1940s.

The biochemistry of nucleic acid continued to be studied, however, and
by 1900, scientists had learned that it was composed of three parts: a sugar,
a phosphate, and a base (together termed a nucleotide). The five-carbon
sugar is a ringed structure, and it forms an alternating chain with phosphate
(a phosphorus atom surrounded by four oxygens). Also attached to the sugar
is one of five different bases: adenine, cytosine, guanine, thymine, and uracil,
usually abbreviated A, C, G, T, and U. The names of the bases are related
to their historical origin: Guanine was isolated from bird guano, thymine
from the thymus gland of calves, and adenine from calf pancreas (“adeno-”
is a Greek root for gland); uracil is chemically related to urea; and “cyto-”
means cell.

In the 1920s it was discovered that there were two types of sugars, ribose
and deoxyribose, differing by the presence or absence of one oxygen atom.
DNA was shown to incorporate the bases A, C, G, and T, while RNA
(ribonucleic acid) incorporates A, C, G, and U. Much of this work was car-
ried out by the German biochemist Albrecht Kossel (1853–1927) and the
American Phoebus Aaron Levene (1869–1940).

Also by the 1920s, Thomas Hunt Morgan and his colleagues had shown
that genes, whatever they were made of, were carried on chromosomes.
Chromosomes were shown to contain both protein and DNA, so the ques-
tion of which of these two substances composed the genes took center stage.
The more complex chemical nature of proteins gave them the theoretical
edge, an opinion given great and, in hindsight, unfortunate weight by Lev-
ene, a widely respected biochemist.

Levene proposed the tetranucleotide hypothesis, which held that the
structure of DNA was a monotonous repetition of the four nucleotides in
succession. Levene’s evidence was that DNA, which he had isolated from a
variety of sources, had roughly equal amounts of A, C, G, and T. While the
actual proportions he found were not exact, Levene attributed the differ-
ences to experimental error, rather than biochemical reality. Such a simple

DNA Structure and Function, History

249

nucleotide a building
block of RNA or DNA



and highly regular molecule as the one Levene proposed could not account
for the diversity of life, however, and so DNA was assumed to play only a
structural role in the chromosome.

DNA Is the Transforming Factor
DNA was not again taken seriously as the hereditary material until 1944,
when Oswald Avery (1877–1955) published a landmark paper outlining his
experiments with two strains of Pneumococcus bacteria. The S (“smooth”)
strain was able to cause disease in mice, while the R (“rough”) strain was
not. Under the microscope, the S strain had a smooth, glistening surface,
due to a sugar capsule it secreted. The R strain lacked the capsule.

Fifteen years earlier, Frederick Griffith had shown that injecting R bac-
teria plus heat-killed S bacteria into mice would cause disease just as surely
as injecting live S bacteria, a result that Griffith attributed to a “transform-
ing principle.” When Avery grew R bacteria in a dish with the heat-killed
S bacteria, he saw that the R bacteria were transformed into S bacteria, capa-
ble of making capsules and causing disease, just as Griffith had observed.
Avery’s group purified the components of the S bacteria, and showed that
DNA alone could cause the transformation, while protein could not.

Though not immediately accepted by all scientists, Avery’s discovery
triggered intense interest among biochemists and geneticists, who turned
their attention to discovering how DNA could be the genetic molecule. As
in every other branch of biochemistry, the structure was presumed to hold
the key to the function, and so the hunt was on for the structure of DNA.

One key was the discovery by Erwin Chargaff (1905–2002) that, con-
trary to Levene’s conclusions, the nucleotide proportions were not all the
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same. Instead, in 1950 Chargaff showed that they varied from species to
species, although within a species they were constant between tissues. Fur-
ther, and most tantalizingly, he discovered that the amounts of adenine and
thymine were equal to one another, and the amounts of cytosine and gua-
nine were equal to one another; in other words, A 
 T, C 
 G. Chargaff
initially did not understand the significance of this discovery, however.

Model Building
At the same time, other groups were trying to solve the DNA structure puz-
zle by building three-dimensional models. The group that succeeded was
that of Francis Crick (born 1916) and James Watson (born 1928), in Cam-
bridge, England. Watson and Crick built their models using data from X-
ray crystallography, a technique for measuring interatomic distances through
analysis of the scatter patterns made by X rays bouncing off a pure crystal.
Rosalind Franklin (1920-1958), working in London, had made the best X-
ray pictures of DNA, and Watson and Crick had been given access to these
(without Franklin’s permission) at a critical time in their model-building
endeavors and saw features in it that Franklin had not yet discovered. Shortly
after, Watson and Crick deduced the correct structure, and published their
work in April 1953.

DNA is a double helix, in which two sugar-phosphate strands wind
around each other, forming a structure that looks like a broad spiral stair-
case. The sugar molecule has a head and a tail, and each sugar-phosphate
strand therefore has a direction, like a chain of arrows. The two helical
strands point in opposite directions.

The bases project toward the inside like stair treads. In contrast to the
monotony predicted by the tetranucleotide hypothesis, the bases along one
strand can be in any sequence whatsoever. Critical to the stability of DNA
is the hydrogen bonding between the bases across the interior. These weak
chemical attractions form only when the base atoms are positioned just so—
in particular, Watson and Crick discovered, only when adenine projects
across to meet a thymine, and guanine a cytosine. Chargaff’s ratios reflect
this essential base pairing.

Replication
Given the DNA structure, three questions immediately arose: How is DNA
copied to allow faithful inheritance of genes, how does DNA store infor-
mation, and how does DNA use that information to determine the proper-
ties of the cell? Watson and Crick addressed the theoretical underpinnings
of each of these issues in their next paper, published in May 1953. Regard-
ing copying, they wrote:

Now our model for deoxyribonucleic acid is, in effect, a pair of tem-
plates, each of which is complementary to the other. We imagine that
prior to duplication the hydrogen bonds are broken, and the two chains
unwind and separate. Each chain then acts as a template for the for-
mation onto itself of a new companion chain, so that eventually we shall
have two pairs of chains where we only had one before. Moreover, the
sequence of the pairs of bases will have been duplicated exactly.

In outline, this is precisely correct, as confirmed in 1957 by Matthew
Meselson (b. 1929) and Franklin Stahl (b. 1930). They fed bacteria
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radioactive nucleotides, so that both DNA chains would be labeled with
radioactivity. They then removed the radioactive nucleotide source and
measured the dilution of the radioactivity in each round of DNA copy-
ing. After one round, each DNA molecule had half the amount of radioac-
tivity. According to the Watson-Crick prediction, this meant that one
strand of each was completely new. After the second round, half the DNA
molecules maintained this level of radioactivity, and half had none at all,
just as expected from the Watson-Crick model.

This process, in which one parental DNA strand is conserved,
unchanged, and acts as a template to synthesize a new partner, is called semi-
conservative replication. The details of the copying process, called replica-
tion, are much more complex than this simple outline, though, and the entire
process is still not fully understood in all its particulars. Central to it is DNA
polymerase, a large multiprotein complex first discovered in 1957 by Arthur
Kornberg (born 1918) and Severo Ochoa (1905–1993).

Coding
Regarding how DNA can act as a gene, storing information and directing
activities of the cell, Watson and Crick wrote,

The phosphate-sugar backbone of our model is completely regular, but
any sequence of the pairs of bases can fit into the structure. It follows
that in a long molecule many different permutations are possible, and
it therefore seems likely that the precise sequence of the bases is the
code which carries the genetical information.

This too is correct, as a series of experiments showed.

Proteins are the workhorses of the cell, controlling the rates of all the
reactions within and providing much of the cell’s structure as well. There-
fore, it was quickly realized, genes must control the production of proteins,
and the genetic information carried in the sequence of bases in DNA is a
code for the sequence of amino acids in proteins. Proteins are made of twenty
amino acids, linked together in varying sequences. The sequence determines
the shape and chemical properties of the protein, and so specifying protein
sequence is the essential role of DNA.

Since there are four bases and twenty amino acids, a single nucleotide
is not enough to specify one amino acid. Even two are not enough, because
two nucleotides will only give rise to sixteen unique combinations (AA, AC,
AG, and so on). Therefore, it was immediately obvious that each amino acid
must be coded for by at least three nucleotides.

Stating this must be so was quite a bit easier than working out the details
of how DNA and amino acids interacted to form a protein. Some researchers
suggested a solution in which amino acids lined up directly on the surface
of DNA; other alternatives were also proposed. A suggestion by Crick that
there was some type of adapter between the two was confirmed with the
discovery of transfer RNA. In fact, DNA and amino acids never do inter-
act during protein synthesis—instead, an RNA copy of DNA is made (mes-
senger RNA), which links with transfer RNAs that carry amino acids. The
code itself was worked out between 1961 and 1967, by several different
groups, including Marshall Nirenberg (born 1927), Har Gobind Khorana
(born 1922), and Johann Matthaei, who developed pioneering cell-free 
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systems that allowed researchers to work without the complexity and con-
straints involved with living organisms.

These heroic discoveries marked the beginning of the molecular biol-
ogy revolution. From them even deeper questions have arisen, about how
gene expression is regulated, how genes control development, and how
(and whether) genes can be modified to treat disease and improve human
life. SEE ALSO Crick, Francis; DNA; Genetic Code; Nucleotide; Repli-
cation; Transcription; Watson, James.

Richard Robinson
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DNA Vaccines
A DNA vaccine uses foreign DNA to express an encoded protein and stim-
ulate the body’s immune system. It represents a new way to immunize against
infectious disease that is potentially less expensive than classic vaccination
forms.

Classic Vaccines
One of the greatest achievements in the history of medicine has been the
development of vaccination. The use of vaccines has saved more lives than
all other medical procedures combined, and represents one of the highest
points in civilization’s technical accomplishments. Vaccines are used to
mobilize the immune system to prevent or combat infectious disease caused
by exposure to viruses, bacteria, or parasites.

A vaccine works by mimicking an infectious agent and inducing a pro-
tective immune response in the host, without actually causing the disease.
Successful vaccination provides protection for individuals by making them
immune to the disease, and it protects whole populations by hindering the
spread of the infectious agent.

Historically, vaccines have consisted of formulations using live, non-
infectious (attenuated) microbes that resemble the original pathogen; whole
organisms that have been killed; or purified by-products of the infectious
agent. More recently, some vaccines have used recombinant DNA technol-
ogy to genetically engineer purified proteins from infectious agents.

All of these classic vaccines are based on the principle of using a pro-
tein to stimulate the immune system. In other words, the individual is
immunized with a protein vaccine consisting of either a modified pathogen
or some protein or proteins derived from that pathogen. When the
immune system encounters a foreign protein (called an antigen), it mounts
a two-pronged defense. It produces proteins called antibodies, which can
bind and neutralize the antigen, and it produces specific immune cells,
which work to eliminate those host cells that have been infected by the
microbe. Thus our immune system is capable of producing two distinct
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types of responses to combat infectious microbes: An antibody response
and a cell-mediated response. Typically, vaccines activate only the anti-
body response to an infectious microbe.

Advantages of DNA Vaccines
DNA vaccines represent a new approach to immunization, in that an indi-
vidual is directly inoculated (injected) with DNA that genetically encodes
one or more of the antigens associated with the infectious agent. In effect,
the recipient of a DNA vaccine produces the immunizing protein (antigen)
within his own cells as a result of the immunization process.

This revolutionary approach to vaccination offers many advantages over
conventional vaccines. A major advantage is that DNA vaccination stimu-
lates both the antibody and cell-mediated components of the immune sys-
tem, whereas conventional protein vaccines usually stimulate only the
antibody response. Furthermore, DNA vaccines are simpler to produce and
store than conventional vaccines, and are therefore less expensive. Prelimi-
nary studies to date indicate that DNA vaccines appear to be very safe and
to produce no side effects.

DNA Vaccination Techniques
DNA vaccination involves immunization with a circular piece of DNA,
known as a plasmid, that contains the gene (or genes) that code for an 
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antigen. When injected into an individual, the plasmid is taken up by cells
and its genetic information is translated into the immunizing protein. This
enables the host immune system to respond to the antigen as it is presented
to other cells.

In many respects, this process is reminiscent of what occurs during a
viral infection, when viral proteins are expressed within host cells. Thus, a
DNA vaccine is somewhat like a very simple, nonreplicating virus. How-
ever, plasmid DNA vaccines do not replicate within the host, and therefore
do not infect neighboring cells, as occurs during a viral infection.

This innovation in vaccination strategy was discovered some years ago,
but the active development of this technology only began after Stephen
Johnston’s group at the University of Texas Southwestern Medical Center
demonstrated that plasmid DNA can induce the formation of antibodies
against an encoded protein in 1992. Johnston’s group was able to show that
when mice are innoculated with plasmid DNA encoding human growth hor-
mone, the mice produce antibodies against the hormone.

Shortly thereafter, another research group reported that a protective
cell-mediated immune response against influenza virus followed immuniza-
tion with plasmid DNA encoding an influenza virus protein. This study
demonstrated that DNA-based immunization stimulates both components
of the immune system and helped to establish that DNA immunization is
capable of inducing a protective response against infection.

There are two basic ways to inoculate with plasmid-based vaccines. The
first involves direct inoculation into muscle tissue, with the plasmid DNA
suspended in a saline (salt) solution (“naked” DNA). The DNA is eventu-
ally taken up into nearby cells and processed to express the encoded anti-
gen. The other method uses a high-pressure device, a so-called gene gun,
to propel DNA-coated gold particles into cells in the skin. This method is
sometimes referred to as biolistic particle inoculation. Both methods are
widely used, and newer methods for the delivery of plasmid DNA vaccines
are currently in development.

As of December 2001 there are several clinical studies in progress to
evaluate the effectiveness of DNA vaccination. Most of these studies were
targeted against viral infectious agents, such as HIV, hepatitis B, and
influenza virus. However, there are also studies in progress to develop DNA
vaccines against malaria and tuberculosis. There are even several efforts to
develop DNA vaccines against various forms of cancer, an approach which
seems to offer significant hope for the future. SEE ALSO Immune System
Genetics; Plasmid.

Darrell R. Galloway
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Dominance See Inheritance Patterns

Down Syndrome
Down syndrome, also called trisomy 21, is the single most common genetic
cause of moderate mental retardation. It occurs in about one of every eight
hundred live births. It is caused by the inheritance of an extra copy of chro-
mosome 21. The condition was named after an English physician, J. Lang-
don Down, who in 1866 published the first report describing patients with
similar facial features and mental retardation. The chromosomal basis of
Down syndrome was not determined until nearly a century later.

Clinical Features
Down syndrome is associated with a characteristic physical appearance, men-
tal retardation, and specific birth defects or health conditions. The facial
features, in addition to low muscle tone (called hypotonia), are often the
first signs that alert a physician to a potential diagnosis of Down syndrome.
These features include an up-slant of the outer corners of the eyes, small
skin folds over the inner corners of the eyes, a small nose with a flat nasal
bridge, a flat profile, and a large, grooved tongue that often protrudes from
the mouth. Other physical characteristics can include a short neck, excess
skin on the back of the neck, short hands with a single palmar crease, a wide
gap between the first and second toes, and short stature. There are many
individuals without Down syndrome who may have one or more of these
features. It is only when the features occur together and the appropriate
genetic test (chromosome studies) confirms clinical suspicion that a diag-
nosis of Down syndrome is made.

All individuals with Down syndrome have mental retardation, usually
mild to moderate. The degree of learning disability may not be immediately
apparent, since social ability generally exceeds scholastic ability. Early inter-
vention programs are important for giving people with Down syndrome the
best chance to maximize their learning potential.

Certain birth defects and health conditions are more common in indi-
viduals with Down syndrome. The most common birth defect is a congen-
ital heart defect, affecting 40 percent to 50 percent of newborns with the
condition. Although many can be repaired with surgery, congenital heart
defects remain the major cause of early death among affected persons. Indi-
viduals with Down syndrome have an increased chance of experiencing hear-
ing loss, vision problems, and thyroid disease, as well as an increased
susceptibility to infections. Because of such concerns, specific guidelines for
the health care of individuals with Down syndrome have been developed.

Chromosomal Basis of Down Syndrome
In 1959 French geneticist Jerome Lejeune recognized that individuals with
Down syndrome have forty-seven chromosomes instead of the usual forty-
six. Later, it was determined that it is an extra copy of chromosome 21 that
causes the condition. It is not yet clear how the extra chromosome causes
the clinical features, although it is believed that an “extra dose” of one or
more of the genes on the chromosome is responsible.
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There are three types of Down syndrome: trisomy 21, mosaic Down
syndrome, and translocation Down syndrome. In 94 percent of cases, the
extra copy of chromosome 21 stands alone (is not attached to any other
chromosomes) and is present in every cell of the body. This is called tri-
somy 21, trisomy meaning three.

Trisomy 21 occurs due to a chromosome packaging error. Usually when
the body makes its sex cells (egg or sperm cells) during meiosis, it packages
up one chromosome from each pair. However, sometimes an error (nondis-
junction) occurs, causing both chromosomes from a pair to get packaged
together. If the sex cell with the extra chromosome is fertilized by a sex cell
with the usual chromosome number, the resulting embryo will have a tri-
somy. If the extra chromosome is chromosome 21, the embryo will have
Down syndrome. About 75 percent of embryos with trisomy 21 abort spon-
taneously before birth. Nondisjunction occurs by chance in the making of
both egg and sperm cells, but it happens more often in egg cells as women
get older. Thus, the chance of having a baby with Down syndrome increases
with increasing maternal age.

Translocation Down syndrome, which accounts for 3 percent to 4 per-
cent of cases, occurs when the extra copy of chromosome 21 is attached to
another chromosome. In about one-fourth of the cases where a person has
translocation Down syndrome, he or she inherited the translocation from a
parent. Therefore it is important to test the parents’ chromosomes in these
cases, for purposes of future family planning.

The third type of Down syndrome is the mosaic type, which occurs in
2 percent to 3 percent of cases. In mosaic Down syndrome, a person has
some cells with an extra copy of chromosome 21 and some cells with the
usual two copies. People with mosaic Down syndrome may or may not have
milder symptoms than people with “full” trisomy 21.

Testing for Down Syndrome
Cytogenetic analysis looks at the number and structure of a person’s chro-
mosomes. This test, which can be performed on a blood sample, is the test
used to definitively determine if an individual has Down syndrome.
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Down syndrome is a
chromosome disorder
that causes mental
retardation. Characteristic
features of Down
syndrome include a
flattened midface, small
ears and mouth, and
short, broad hands.

meiosis cell division
that forms eggs or
sperm



Prenatal diagnosis for Down syndrome (testing for the condition dur-
ing pregnancy) is possible. Chromosome studies can be performed on fetal
cells collected via chorionic villus sampling (CVS) at ten to twelve weeks
of pregnancy or by amniocentesis at fifteen to twenty weeks of preg-
nancy. Because of the link between the mother’s age and the chance of
Down syndrome, prenatal diagnosis for Down syndrome and other chro-
mosome conditions is routinely offered to women thirty-five and older.
Whether to pursue prenatal diagnosis is a personal decision that can only
be made by the parents. S E E  A L S O Birth Defects; Chromosomal Aber-
rations; Meiosis; Mosaicism; Nondisjunction; Prenatal Diagnosis.

Angela Trepanier and Gerald L. Feldman
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� the Greek letter alpha

� the Greek letter beta

� the Greek letter gamma

� the Greek letter lambda

� the Greek letter sigma

E. coli the bacterium Escherichia coli

“-ase” suffix indicating an enzyme

acidic having the properties of an acid; the opposite of basic

acrosomal cap tip of sperm cell that contains digestive enzymes for pene-
trating the egg

adenoma a tumor (cell mass) of gland cells

aerobic with oxygen, or requiring it

agar gel derived from algae

agglutinate clump together

aggregate stick together

algorithm procedure or set of steps

allele a particular form of a gene

allelic variation presence of different gene forms (alleles) in a population

allergen substance that triggers an allergic reaction

allolactose “other lactose”; a modified form of lactose

amino acid a building block of protein

amino termini the ends of a protein chain with a free NH2 group

amniocentesis removal of fluid from the amniotic sac surrounding a fetus,
for diagnosis

amplify produce many copies of, multiply

anabolic steroids hormones used to build muscle mass
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anaerobic without oxygen or not requiring oxygen

androgen testosterone or other masculinizing hormone

anemia lack of oxygen-carrying capacity in the blood

aneuploidy abnormal chromosome numbers

angiogenesis growth of new blood vessels

anion negatively charged ion

anneal join together

anode positive pole

anterior front

antibody immune-system protein that binds to foreign molecules

antidiuretic a substance that prevents water loss

antigen a foreign substance that provokes an immune response

antigenicity ability to provoke an immune response

apoptosis programmed cell death

Archaea one of three domains of life, a type of cell without a nucleus

archaeans members of one of three domains of life, have types of cells with-
out a nucleus

aspirated removed with a needle and syringe

aspiration inhalation of fluid or solids into the lungs

association analysis estimation of the relationship between alleles or geno-
types and disease

asymptomatic without symptoms

ATP adenosine triphosphate, a high-energy compound used to power cell
processes

ATPase an enzyme that breaks down ATP, releasing energy

attenuation weaken or dilute

atypical irregular

autoimmune reaction of the immune system to the body’s own tissues

autoimmunity immune reaction to the body’s own tissues

autosomal describes a chromosome other than the X and Y sex-determining
chromosomes

autosome a chromosome that is not sex-determining (not X or Y)

axon the long extension of a nerve cell down which information flows

bacteriophage virus that infects bacteria

basal lowest level
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base pair two nucleotides (either DNA or RNA) linked by weak bonds

basic having the properties of a base; opposite of acidic

benign type of tumor that does not invade surrounding tissue

binding protein protein that binds to another molecule, usually either DNA
or protein

biodiversity degree of variety of life

bioinformatics use of information technology to analyze biological data

biolistic firing a microscopic pellet into a biological sample (from biological/
ballistic)

biopolymers biological molecules formed from similar smaller molecules,
such as DNA or protein

biopsy removal of tissue sample for diagnosis

biotechnology production of useful products

bipolar disorder psychiatric disease characterized by alternating mania and
depression

blastocyst early stage of embryonic development

brackish a mix of salt water and fresh water

breeding analysis analysis of the offspring ratios in breeding experiments

buffers substances that counteract rapid or wide pH changes in a solution

Cajal Ramon y Cajal, Spanish neuroanatomist

carcinogens substances that cause cancer

carrier a person with one copy of a gene for a recessive trait, who therefore
does not express the trait

catalyst substance that speeds a reaction without being consumed (e.g.,
enzyme)

catalytic describes a substance that speeds a reaction without being con-
sumed

catalyze aid in the reaction of

cathode negative pole

cDNA complementary DNA

cell cycle sequence of growth, replication and division that produces new
cells

centenarian person who lives to age 100

centromere the region of the chromosome linking chromatids

cerebrovascular related to the blood vessels in the brain

cerebrovascular disease stroke, aneurysm, or other circulatory disorder
affecting the brain
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charge density ratio of net charge on the protein to its molecular mass

chemotaxis movement of a cell stimulated by a chemical attractant or repel-
lent

chemotherapeutic use of chemicals to kill cancer cells

chloroplast the photosynthetic organelle of plants and algae

chondrocyte a cell that forms cartilage

chromatid a replicated chromosome before separation from its copy

chromatin complex of DNA, histones, and other proteins, making up chro-
mosomes

ciliated protozoa single-celled organism possessing cilia, short hair-like
extensions of the cell membrane

circadian relating to day or day length

cleavage hydrolysis

cleave split

clinical trials tests performed on human subjects

codon a sequence of three mRNA nucleotides coding for one amino acid

Cold War prolonged U.S.-Soviet rivalry following World War II

colectomy colon removal

colon crypts part of the large intestine

complementary matching opposite, like hand and glove

conformation three-dimensional shape

congenital from birth

conjugation a type of DNA exchange between bacteria

cryo-electron microscope electron microscope that integrates multiple
images to form a three-dimensional model of the sample

cryopreservation use of very cold temperatures to preserve a sample

cultivars plant varieties resulting from selective breeding

cytochemist chemist specializing in cellular chemistry

cytochemistry cellular chemistry

cytogenetics study of chromosome structure and behavior

cytologist a scientist who studies cells

cytokine immune system signaling molecule

cytokinesis division of the cell’s cytoplasm

cytology the study of cells

cytoplasm the material in a cell, excluding the nucleus
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cytosol fluid portion of a cell, not including the organelles

de novo entirely new

deleterious harmful

dementia neurological illness characterized by impaired thought or aware-
ness

demography aspects of population structure, including size, age distribu-
tion, growth, and other factors

denature destroy the structure of

deoxynucleotide building block of DNA

dimerize linkage of two subunits

dimorphism two forms

diploid possessing pairs of chromosomes, one member of each pair derived
from each parent

disaccharide two sugar molecules linked together

dizygotic fraternal or nonidentical

DNA deoxyribonucleic acid

domains regions

dominant controlling the phenotype when one allele is present

dopamine brain signaling chemical

dosage compensation equalizing of expression level of X-chromosome
genes between males and females, by silencing one X chromosome in females
or amplifying expression in males

ecosystem an ecological community and its environment

ectopic expression expression of a gene in the wrong cells or tissues

electrical gradient chemiosmotic gradient

electrophoresis technique for separation of molecules based on size and
charge

eluting exiting

embryogenesis development of the embryo from a fertilized egg

endangered in danger of extinction throughout all or a significant portion
of a species’ range

endogenous derived from inside the organism

endometriosis disorder of the endometrium, the lining of the uterus

endometrium uterine lining

endonuclease enzyme that cuts DNA or RNA within the chain

endoplasmic reticulum network of membranes within the cell

Glossary

267



endoscope tool used to see within the body

endoscopic describes procedure wherein a tool is used to see within the
body

endosymbiosis symbiosis in which one partner lives within the other

enzyme a protein that controls a reaction in a cell

epidemiologic the spread of diseases in a population

epidemiologists people who study the incidence and spread of diseases in
a population

epidemiology study of incidence and spread of diseases in a population

epididymis tube above the testes for storage and maturation of sperm

epigenetic not involving DNA sequence change

epistasis suppression of a characteristic of one gene by the action of another
gene

epithelial cells one of four tissue types found in the body, characterized by
thin sheets and usually serving a protective or secretory function

Escherichia coli common bacterium of the human gut, used in research as
a model organism

estrogen female horomone

et al. “and others”

ethicists a person who writes and speaks about ethical issues

etiology causation of disease, or the study of causation

eubacteria one of three domains of life, comprising most groups previously
classified as bacteria

eugenics movement to “improve” the gene pool by selective breeding

eukaryote organism with cells possessing a nucleus

eukaryotic describing an organism that has cells containing nuclei

ex vivo outside a living organism

excise remove; cut out

excision removal

exogenous from outside

exon coding region of genes

exonuclease enzyme that cuts DNA or RNA at the end of a strand

expression analysis whole-cell analysis of gene expression (use of a gene
to create its RNA or protein product)

fallopian tubes tubes through which eggs pass to the uterus

fermentation biochemical process of sugar breakdown without oxygen
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fibroblast undifferentiated cell normally giving rise to connective tissue cells

fluorophore fluorescent molecule

forensic related to legal proceedings

founder population

fractionated purified by separation based on chemical or physical properties

fraternal twins dizygotic twins who share 50 percent of their genetic mate-
rial

frontal lobe one part of the forward section of the brain, responsible for
planning, abstraction, and aspects of personality

gamete reproductive cell, such as sperm or egg

gastrulation embryonic stage at which primitive gut is formed

gel electrophoresis technique for separation of molecules based on size and
charge

gene expression use of a gene to create the corresponding protein

genetic code the relationship between RNA nucleotide triplets and the
amino acids they cause to be added to a growing protein chain

genetic drift evolutionary mechanism, involving random change in gene
frequencies

genetic predisposition increased risk of developing diseases

genome the total genetic material in a cell or organism

genomics the study of gene sequences

genotype set of genes present

geothermal related to heat sources within Earth

germ cell cell creating eggs or sperm

germ-line cells giving rise to eggs or sperm

gigabase one billion bases (of DNA)

glucose sugar

glycolipid molecule composed of sugar and fatty acid

glycolysis the breakdown of the six-carbon carbohydrates glucose and fruc-
tose

glycoprotein protein to which sugars are attached

Golgi network system in the cell for modifying, sorting, and delivering pro-
teins

gonads testes or ovaries

gradient a difference in concentration between two regions

Gram negative bacteria bacteria that do not take up Gram stain, due to
membrane structure
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Gram positive able to take up Gram stain, used to classify bacteria

gynecomastia excessive breast development in males

haploid possessing only one copy of each chromosome

haplotype set of alleles or markers on a short chromosome segment

hematopoiesis formation of the blood

hematopoietic blood-forming

heme iron-containing nitrogenous compound found in hemoglobin

hemolysis breakdown of the blood cells

hemolytic anemia blood disorder characterized by destruction of red blood
cells

hemophiliacs a person with hemophilia, a disorder of blood clotting

herbivore plant eater

heritability proportion of variability due to genes; ability to be inherited

heritability estimates how much of what is observed is due to genetic fac-
tors

heritable genetic

heterochromatin condensed portion of chromosomes

heterozygote an individual whose genetic information contains two differ-
ent forms (alleles) of a particular gene

heterozygous characterized by possession of two different forms (alleles) of
a particular gene

high-throughput rapid, with the capacity to analyze many samples in a short
time

histological related to tissues

histology study of tissues

histone protein around which DNA winds in the chromosome

homeostasis maintenance of steady state within a living organism

homologous carrying similar genes

homologues chromosomes with corresponding genes that pair and exchange
segments in meiosis

homozygote an individual whose genetic information contains two identi-
cal copies of a particular gene

homozygous containing two identical copies of a particular gene

hormones molecules released by one cell to influence another

hybrid combination of two different types

hybridization (molecular) base-pairing among DNAs or RNAs of different
origins
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hybridize to combine two different species

hydrogen bond weak bond between the H of one molecule or group and a
nitrogen or oxygen of another

hydrolysis splitting with water

hydrophilic “water-loving”

hydrophobic “water hating,” such as oils

hydrophobic interaction attraction between portions of a molecule (espe-
cially a protein) based on mutual repulsion of water

hydroxyl group chemical group consisting of -OH

hyperplastic cell cell that is growing at an increased rate compared to nor-
mal cells, but is not yet cancerous

hypogonadism underdeveloped testes or ovaries

hypothalamus brain region that coordinates hormone and nervous systems

hypothesis testable statement

identical twins monozygotic twins who share 100 percent of their genetic
material

immunogenicity likelihood of triggering an immune system defense

immunosuppression suppression of immune system function

immunosuppressive describes an agent able to suppress immune system
function

in vitro “in glass”; in lab apparatus, rather than within a living organism

in vivo “in life”; in a living organism, rather than in a laboratory apparatus

incubating heating to optimal temperature for growth

informed consent knowledge of risks involved

insecticide substance that kills insects

interphase the time period between cell divisions

intra-strand within a strand

intravenous into a vein

intron untranslated portion of a gene that interrupts coding regions

karyotype the set of chromosomes in a cell, or a standard picture of the
chromosomes

kilobases units of measure of the length of a nucleicacid chain; one kilo-
base is equal to 1,000 base pairs

kilodalton a unit of molecular weight, equal to the weight of 1000 hydro-
gen atoms

kinase an enzyme that adds a phosphate group to another molecule, usu-
ally a protein
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knocking out deleting of a gene or obstructing gene expression

laparoscope surgical instrument that is inserted through a very small inci-
sion, usually guided by some type of imaging technique

latent present or potential, but not apparent

lesion damage

ligand a molecule that binds to a receptor or other molecule

ligase enzyme that repairs breaks in DNA

ligate join together

linkage analysis examination of co-inheritance of disease and DNA mark-
ers, used to locate disease genes

lipid fat or wax-like molecule, insoluble in water

loci/locus site(s) on a chromosome

longitudinally lengthwise

lumen the space within the tubes of the endoplasmic reticulum

lymphocytes white blood cells

lyse break apart

lysis breakage

macromolecular describes a large molecule, one composed of many simi-
lar parts

macromolecule large molecule such as a protein, a carbohydrate, or a
nucleic acid

macrophage immune system cell that consumes foreign material and cel-
lular debris

malignancy cancerous tissue

malignant cancerous; invasive tumor

media (bacteria) nutrient source

meiosis cell division that forms eggs or sperm

melanocytes pigmented cells

meta-analysis analysis of combined results from multiple clinical trials

metabolism chemical reactions within a cell

metabolite molecule involved in a metabolic pathway

metaphase stage in mitosis at which chromosomes are aligned along the
cell equator

metastasis breaking away of cancerous cells from the initial tumor

metastatic cancerous cells broken away from the initial tumor

methylate add a methyl group to
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methylated a methyl group, CH3, added

methylation addition of a methyl group, CH3

microcephaly reduced head size

microliters one thousandth of a milliliter

micrometer 1/1000 meter

microsatellites small repetitive DNA elements dispersed throughout the
genome

microtubule protein strands within the cell, part of the cytoskeleton

miscegenation racial mixing

mitochondria energy-producing cell organelle

mitogen a substance that stimulates mitosis

mitosis separation of replicated chromosomes

molecular hybridization base-pairing among DNAs or RNAs of different
origins

molecular systematics the analysis of DNA and other molecules to deter-
mine evolutionary relationships

monoclonal antibodies immune system proteins derived from a single B
cell

monomer “single part”; monomers are joined to form a polymer

monosomy gamete that is missing a chromosome

monozygotic genetically identical

morphologically related to shape and form

morphology related to shape and form

mRNA messenger RNA

mucoid having the properties of mucous

mucosa outer covering designed to secrete mucus, often found lining cav-
ities and internal surfaces

mucous membranes nasal passages, gut lining, and other moist surfaces lin-
ing the body

multimer composed of many similar parts

multinucleate having many nuclei within a single cell membrane

mutagen any substance or agent capable of causing a change in the struc-
ture of DNA

mutagenesis creation of mutations

mutation change in DNA sequence

nanometer 10-9(exp) meters; one billionth of a meter
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nascent early-stage

necrosis cell death from injury or disease

nematode worm of the Nematoda phylum, many of which are parasitic

neonatal newborn

neoplasms new growths

neuroimaging techniques for making images of the brain

neurological related to brain function or disease

neuron nerve cell

neurotransmitter molecule released by one neuron to stimulate or inhibit
a neuron or other cell

non-polar without charge separation; not soluble in water

normal distribution distribution of data that graphs as a bell-shaped curve

Northern blot a technique for separating RNA molecules by electrophore-
sis and then identifying a target fragment with a DNA probe

Northern blotting separating RNA molecules by electrophoresis and then
identifying a target fragment with a DNA probe

nuclear DNA DNA contained in the cell nucleus on one of the 46 human
chromosomes; distinct from DNA in the mitochondria

nuclear membrane membrane surrounding the nucleus

nuclease enzyme that cuts DNA or RNA

nucleic acid DNA or RNA

nucleoid region of the bacterial cell in which DNA is located

nucleolus portion of the nucleus in which ribosomes are made

nucleoplasm material in the nucleus

nucleoside building block of DNA or RNA, composed of a base and a sugar

nucleoside triphosphate building block of DNA or RNA, composed of a
base and a sugar linked to three phosphates

nucleosome chromosome structural unit, consisting of DNA wrapped
around histone proteins

nucleotide a building block of RNA or DNA

ocular related to the eye

oncogene gene that causes cancer

oncogenesis the formation of cancerous tumors

oocyte egg cell

open reading frame DNA sequence that can be translated into mRNA; from
start sequence to stop sequence
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opiate opium, morphine, and related compounds

organelle membrane-bound cell compartment

organic composed of carbon, or derived from living organisms; also, a type
of agriculture stressing soil fertility and avoidance of synthetic pesticides and
fertilizers

osmotic related to differences in concentrations of dissolved substances
across a permeable membrane

ossification bone formation

osteoarthritis a degenerative disease causing inflammation of the joints

osteoporosis thinning of the bone structure

outcrossing fertilizing between two different plants

oviduct a tube that carries the eggs

ovulation release of eggs from the ovaries

ovules eggs

ovum egg

oxidation chemical process involving reaction with oxygen, or loss of elec-
trons

oxidized reacted with oxygen

pandemic disease spread throughout an entire population

parasites organisms that live in, with, or on another organism

pathogen disease-causing organism

pathogenesis pathway leading to disease

pathogenic disease-causing

pathogenicity ability to cause disease

pathological altered or changed by disease

pathology disease process

pathophysiology disease process

patient advocate a person who safeguards patient rights or advances patient
interests

PCR polymerase chain reaction, used to amplify DNA

pedigrees sets of related individuals, or the graphic representation of their
relationships

peptide amino acid chain

peptide bond bond between two amino acids

percutaneous through the skin

phagocytic cell-eating
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phenotype observable characteristics of an organism

phenotypic related to the observable characteristics of an organism

pheromone molecule released by one organism to influence another organ-
ism’s behavior

phosphate group PO4 group, whose presence or absence often regulates
protein action

phosphodiester bond the link between two nucleotides in DNA or RNA

phosphorylating addition of phosphate group (PO4)

phosphorylation addition of the phosphate group PO4
3–

phylogenetic related to the evolutionary development of a species

phylogeneticists scientists who study the evolutionary development of a
species

phylogeny the evolutionary development of a species

plasma membrane outer membrane of the cell

plasmid a small ring of DNA found in many bacteria

plastid plant cell organelle, including the chloroplast

pleiotropy genetic phenomenon in which alteration of one gene leads to
many phenotypic effects

point mutation gain, loss, or change of one to several nucleotides in DNA

polar partially charged, and usually soluble in water

pollen male plant sexual organ

polymer molecule composed of many similar parts

polymerase enzyme complex that synthesizes DNA or RNA from individ-
ual nucleotides

polymerization linking together of similar parts to form a polymer

polymerize to link together similar parts to form a polymer

polymers molecules composed of many similar parts

polymorphic occurring in several forms

polymorphism DNA sequence variant

polypeptide chain of amino acids

polyploidy presence of multiple copies of the normal chromosome set

population studies collection and analysis of data from large numbers of
people in a population, possibly including related individuals

positional cloning the use of polymorphic genetic markers ever closer to
the unknown gene to track its inheritance in CF families

posterior rear
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prebiotic before the origin of life

precursor a substance from which another is made

prevalence frequency of a disease or condition in a population

primary sequence the sequence of amino acids in a protein; also called pri-
mary structure

primate the animal order including humans, apes, and monkeys

primer short nucleotide sequence that helps begin DNA replication

primordial soup hypothesized prebiotic environment rich in life’s building
blocks

probe molecule used to locate another molecule

procarcinogen substance that can be converted into a carcinogen, or can-
cer-causing substance

procreation reproduction

progeny offspring

prokaryote a single-celled organism without a nucleus

promoter DNA sequence to which RNA polymerase binds to begin tran-
scription

promutagen substance that, when altered, can cause mutations

pronuclei egg and sperm nuclei before they fuse during fertilization

proprietary exclusively owned; private

proteomic derived from the study of the full range of proteins expressed by
a living cell

proteomics the study of the full range of proteins expressed by a living cell

protists single-celled organisms with cell nuclei

protocol laboratory procedure

protonated possessing excess H+ ions; acidic

pyrophosphate free phosphate group in solution

quiescent non-dividing

radiation high energy particles or waves capable of damaging DNA, includ-
ing X rays and gamma rays

recessive requiring the presence of two alleles to control the phenotype

recombinant DNA DNA formed by combining segments of DNA, usually
from different types of organisms

recombining exchanging genetic material

replication duplication of DNA

restriction enzyme an enzyme that cuts DNA at a particular sequence
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retina light-sensitive layer at the rear of the eye

retroviruses RNA-containing viruses whose genomes are copied into DNA
by the enzyme reverse transcriptase

reverse transcriptase enzyme that copies RNA into DNA

ribonuclease enzyme that cuts RNA

ribosome protein-RNA complex at which protein synthesis occurs

ribozyme RNA-based catalyst

RNA ribonucleic acid

RNA polymerase enzyme complex that creates RNA from DNA template

RNA triplets sets of three nucleotides

salinity of, or relating to, salt

sarcoma a type of malignant (cancerous) tumor

scanning electron microscope microscope that produces images with depth
by bouncing electrons off the surface of the sample

sclerae the “whites” of the eye

scrapie prion disease of sheep and goats

segregation analysis statistical test to determine pattern of inheritance for
a trait

senescence a state in a cell in which it will not divide again, even in the
presence of growth factors

senile plaques disease

serum (pl. sera) fluid portion of the blood

sexual orientation attraction to one sex or the other

somatic nonreproductive; not an egg or sperm

Southern blot a technique for separating DNA fragments by electrophore-
sis and then identifying a target fragment with a DNA probe

Southern blotting separating DNA fragments by electrophoresis and then
identifying a target fragment with a DNA probe

speciation the creation of new species

spindle football-shaped structure that separates chromosomes in mitosis

spindle fiber protein chains that separate chromosomes during mitosis

spliceosome RNA-protein complex that removes introns from RNA tran-
scripts

spontaneous non-inherited

sporadic caused by new mutations

stem cell cell capable of differentiating into multiple other cell types
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stigma female plant sexual organ

stop codon RNA triplet that halts protein synthesis

striatum part of the midbrain

subcutaneous under the skin

sugar glucose

supercoiling coiling of the helix

symbiont organism that has a close relationship (symbiosis) with another

symbiosis a close relationship between two species in which at least one
benefits

symbiotic describes a close relationship between two species in which at
least one benefits

synthesis creation

taxon/taxa level(s) of classification, such as kingdom or phylum

taxonomical derived from the science that identifies and classifies plants
and animals

taxonomist a scientist who identifies and classifies organisms

telomere chromosome tip

template a master copy

tenets generally accepted beliefs

terabyte a trillion bytes of data

teratogenic causing birth defects

teratogens substances that cause birth defects

thermodynamics process of energy transfers during reactions, or the study
of these processes

threatened likely to become an endangered species

topological describes spatial relations, or the study of these relations

topology spatial relations, or the study of these relations

toxicological related to poisons and their effects

transcript RNA copy of a gene

transcription messenger RNA formation from a DNA sequence

transcription factor protein that increases the rate of transcription of a gene

transduction conversion of a signal of one type into another type

transgene gene introduced into an organism

transgenics transfer of genes from one organism into another

translation synthesis of protein using mRNA code
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translocation movement of chromosome segment from one chromosome
to another

transposable genetic element DNA sequence that can be copied and
moved in the genome

transposon genetic element that moves within the genome

trilaminar three-layer

triploid possessing three sets of chromosomes

trisomics mutants with one extra chromosome

trisomy presence of three, instead of two, copies of a particular chromo-
some

tumor mass of undifferentiated cells; may become cancerous

tumor suppressor genes cell growths

tumors masses of undifferentiated cells; may become cancerous

vaccine protective antibodies

vacuole cell structure used for storage or related functions

van der Waal’s forces weak attraction between two different molecules

vector carrier

vesicle membrane-bound sac

virion virus particle

wet lab laboratory devoted to experiments using solutions, cell cultures, and
other “wet” substances

wild-type most common form of a trait in a population

Wilm’s tumor a cancerous cell mass of the kidney

X ray crystallography use of X rays to determine the structure of a mole-
cule

xenobiotic foreign biological molecule, especially a harmful one

zygote fertilized egg
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APPLICATIONS TO OTHER FIELDS

Agricultural Biotechnology
Biopesticides
Bioremediation
Biotechnology
Conservation Biology: Genetic Approaches
DNA Profiling
Genetically Modified Foods
Molecular Anthropology
Pharmacogenetics and Pharmacogenomics
Plant Genetic Engineer
Public Health, Genetic Techniques in
Transgenic Animals
Transgenic Microorganisms
Transgenic Plants

BACTERIAL GENETICS

Escherichia coli (E. coli bacterium)
Ames Test
Antibiotic Resistance
Chromosome, Prokaryotic
Cloning Genes
Conjugation
Eubacteria
Microbiologist
Overlapping Genes
Plasmid
Transduction
Transformation
Transgenic Microorganisms
Transgenic Organisms: Ethical Issues
Viroids and Virusoids
Virus

BASIC CONCEPTS

Biotechnology
Crossing Over

Disease, Genetics of
DNA
DNA Structure and Function, History
Fertilization
Gene
Genetic Code
Genetics
Genome
Genotype and Phenotype
Homology
Human Genome Project
Inheritance Patterns
Meiosis
Mendelian Genetics
Mitosis
Mutation
Nucleotide
Plasmid
Population Genetics
Proteins
Recombinant DNA
Replication
RNA
Transcription
Translation

BIOTECHNOLOGY

Agricultural Biotechnology
Biopesticides
Bioremediation
Biotechnology
Biotechnology and Genetic Engineering, His-
tory
Biotechnology: Ethical Issues
Cloning Genes
Cloning Organisms
DNA Vaccines
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Genetically Modified Foods
HPLC: High-Performance Liquid Chro-
matography
Pharmaceutical Scientist
Plant Genetic Engineer
Polymerase Chain Reaction
Recombinant DNA
Restriction Enzymes
Reverse Transcriptase
Transgenic Animals
Transgenic Microorganisms
Transgenic Organisms: Ethical Issues
Transgenic Plants

CAREERS

Attorney
Bioinformatics
Clinical Geneticist
College Professor
Computational Biologist
Conservation Geneticist
Educator
Epidemiologist
Genetic Counselor
Geneticist
Genomics Industry
Information Systems Manager
Laboratory Technician
Microbiologist
Molecular Biologist
Pharmaceutical Scientist
Physician Scientist
Plant Genetic Engineer
Science Writer
Statistical Geneticist
Technical Writer

CELL CYCLE

Apoptosis
Balanced Polymorphism
Cell Cycle
Cell, Eukaryotic
Centromere
Chromosome, Eukaryotic
Chromosome, Prokaryotic
Crossing Over
DNA Polymerases
DNA Repair
Embryonic Stem Cells
Eubacteria
Inheritance, Extranuclear

Linkage and Recombination
Meiosis
Mitosis
Oncogenes
Operon
Polyploidy
Replication
Signal Transduction
Telomere
Tumor Suppressor Genes

CLONED OR TRANSGENIC ORGANISMS

Agricultural Biotechnology
Biopesticides
Biotechnology
Biotechnology: Ethical Issues
Cloning Organisms
Cloning: Ethical Issues
Gene Targeting
Model Organisms
Patenting Genes
Reproductive Technology
Reproductive Technology: Ethical Issues
Rodent Models
Transgenic Animals
Transgenic Microorganisms
Transgenic Organisms: Ethical Issues
Transgenic Plants

DEVELOPMENT, LIFE CYCLE, AND
NORMAL HUMAN VARIATION

Aging and Life Span
Behavior
Blood Type
Color Vision
Development, Genetic Control of
Eye Color
Fertilization
Genotype and Phenotype
Hormonal Regulation
Immune System Genetics
Individual Genetic Variation
Intelligence
Mosaicism
Sex Determination
Sexual Orientation
Twins
X Chromosome
Y Chromosome
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DNA, GENE AND CHROMOSOME
STRUCTURE

Antisense Nucleotides
Centromere
Chromosomal Banding
Chromosome, Eukaryotic
Chromosome, Prokaryotic
Chromosomes, Artificial
DNA
DNA Repair
DNA Structure and Function, History
Evolution of Genes
Gene
Genome
Homology
Methylation
Multiple Alleles
Mutation
Nature of the Gene, History
Nomenclature
Nucleotide
Overlapping Genes
Plasmid
Polymorphisms
Pseudogenes
Repetitive DNA Elements
Telomere
Transposable Genetic Elements
X Chromosome
Y Chromosome

DNA TECHNOLOGY

In situ Hybridization
Antisense Nucleotides
Automated Sequencer
Blotting
Chromosomal Banding
Chromosomes, Artificial
Cloning Genes
Cycle Sequencing
DNA Footprinting
DNA Libraries
DNA Microarrays
DNA Profiling
Gel Electrophoresis
Gene Targeting
HPLC: High-Performance Liquid Chro-
matography
Marker Systems
Mass Spectrometry
Mutagenesis

Nucleases
Polymerase Chain Reaction
Protein Sequencing
Purification of DNA
Restriction Enzymes
Ribozyme
Sequencing DNA

ETHICAL, LEGAL, AND SOCIAL ISSUES

Attorney
Biotechnology and Genetic Engineering, His-
tory
Biotechnology: Ethical Issues
Cloning: Ethical Issues
DNA Profiling
Eugenics
Gene Therapy: Ethical Issues
Genetic Discrimination
Genetic Testing: Ethical Issues
Legal Issues
Patenting Genes
Privacy
Reproductive Technology: Ethical Issues
Transgenic Organisms: Ethical Issues

GENE DISCOVERY

Ames Test
Bioinformatics
Complex Traits
Gene and Environment
Gene Discovery
Gene Families
Genomics
Human Disease Genes, Identification of
Human Genome Project
Mapping

GENE EXPRESSION AND REGULATION

Alternative Splicing
Antisense Nucleotides
Chaperones
DNA Footprinting
Gene
Gene Expression: Overview of Control
Genetic Code
Hormonal Regulation
Imprinting
Methylation
Mosaicism
Nucleus
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Operon
Post-translational Control
Proteins
Reading Frame
RNA
RNA Interference
RNA Polymerases
RNA Processing
Signal Transduction
Transcription
Transcription Factors
Translation

GENETIC DISORDERS

Accelerated Aging: Progeria
Addicition
Alzheimer’s Disease
Androgen Insensitivity Syndrome
Attention Deficit Hyperactivity Disorder
Birth Defects
Breast Cancer
Cancer
Carcinogens
Cardiovascular Disease
Chromosomal Aberrations
Colon Cancer
Cystic Fibrosis
Diabetes
Disease, Genetics of
Down Syndrome
Fragile X Syndrome
Growth Disorders
Hemoglobinopathies
Hemophilia
Human Disease Genes, Identification of
Metabolic Disease
Mitochondrial Diseases
Muscular Dystrophy
Mutagen
Nondisjunction
Oncogenes
Psychiatric Disorders
Severe Combined Immune Deficiency
Tay-Sachs Disease
Triplet Repeat Disease
Tumor Suppressor Genes

GENETIC MEDICINE: DIAGNOSIS,
TESTING, AND TREATMENT

Clinical Geneticist
DNA Vaccines

Embryonic Stem Cells
Epidemiologist
Gene Discovery
Gene Therapy
Gene Therapy: Ethical Issues
Genetic Counseling
Genetic Counselor
Genetic Testing
Genetic Testing: Ethical Issues
Geneticist
Genomic Medicine
Human Disease Genes, Identification of
Pharmacogenetics and Pharmacogenomics
Population Screening
Prenatal Diagnosis
Public Health, Genetic Techniques in
Reproductive Technology
Reproductive Technology: Ethical Issues
RNA Interference
Statistical Geneticist
Statistics
Transplantation

GENOMES

Chromosome, Eukaryotic
Chromosome, Prokaryotic
Evolution of Genes
Genome
Genomic Medicine
Genomics
Genomics Industry
Human Genome Project
Mitochondrial Genome
Mutation Rate
Nucleus
Polymorphisms
Repetitive DNA Elements
Transposable Genetic Elements
X Chromosome
Y Chromosome

GENOMICS, PROTEOMICS, AND
BIOINFORMATICS

Bioinformatics
Combinatorial Chemistry
Computational Biologist
DNA Libraries
DNA Microarrays
Gene Families
Genome
Genomic Medicine

Topic Outline

284



Genomics
Genomics Industry
High-Throughput Screening
Human Genome Project
Information Systems Manager
Internet
Mass Spectrometry
Nucleus
Protein Sequencing
Proteins
Proteomics
Sequencing DNA

HISTORY

Biotechnology and Genetic Engineering, His-
tory
Chromosomal Theory of Inheritance, History
Crick, Francis
Delbrück, Max
DNA Structure and Function, History
Eugenics
Human Genome Project
McClintock, Barbara
McKusick, Victor
Mendel, Gregor
Morgan, Thomas Hunt
Muller, Hermann
Nature of the Gene, History
Ribosome
Sanger, Fred
Watson, James

INHERITANCE

Chromosomal Theory of Inheritance, History
Classical Hybrid Genetics
Complex Traits
Crossing Over
Disease, Genetics of
Epistasis
Fertilization
Gene and Environment
Genotype and Phenotype
Heterozygote Advantage
Imprinting
Inheritance Patterns
Inheritance, Extranuclear
Linkage and Recombination
Mapping
Meiosis
Mendel, Gregor
Mendelian Genetics

Mosaicism
Multiple Alleles
Nondisjunction
Pedigree
Pleiotropy
Polyploidy
Probability
Quantitative Traits
Sex Determination
Twins
X Chromosome
Y Chromosome

MODEL ORGANISMS

Arabidopsis thaliana
Escherichia coli (E. coli Bacterium)
Chromosomes, Artificial
Cloning Organisms
Embryonic Stem Cells
Fruit Fly: Drosophila
Gene Targeting
Maize
Model Organisms
RNA Interference
Rodent Models
Roundworm: Caenorhabditis elegans
Transgenic Animals
Yeast
Zebrafish

MUTATION

Chromosomal Aberrations
DNA Repair
Evolution of Genes
Genetic Code
Muller, Hermann
Mutagen
Mutagenesis
Mutation
Mutation Rate
Nondisjunction
Nucleases
Polymorphisms
Pseudogenes
Reading Frame
Repetitive DNA Elements
Transposable Genetic Elements

ORGANISMS, CELL TYPES, VIRUSES

Arabidopsis thaliana
Escherichia coli (E. coli bacterium)
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Archaea
Cell, Eukaryotic
Eubacteria
Evolution, Molecular
Fruit Fly: Drosophila
HIV
Maize
Model Organisms
Nucleus
Prion
Retrovirus
Rodent Models
Roundworm: Caenorhabditis elegans
Signal Transduction
Viroids and Virusoids
Virus
Yeast
Zebrafish

POPULATION GENETICS AND EVOLUTION

Antibiotic Resistance
Balanced Polymorphism
Conservation Biologist
Conservation Biology: Genetic Approaches
Evolution of Genes
Evolution, Molecular
Founder Effect
Gene Flow
Genetic Drift
Hardy-Weinberg Equilibrium

Heterozygote Advantage
Inbreeding
Individual Genetic Variation
Molecular Anthropology
Population Bottleneck
Population Genetics
Population Screening
Selection
Speciation

RNA

Antisense Nucleotides
Blotting
DNA Libraries
Genetic Code
HIV
Nucleases
Nucleotide
Reading Frame
Retrovirus
Reverse Transcriptase
Ribosome
Ribozyme
RNA
RNA Interference
RNA Polymerases
RNA Processing
Transcription
Translation
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